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Paper 2, Section I
2G Analysis and Topology

Let f : (M,d) → (N, e) be a homeomorphism between metric spaces. Show that
d′(x, y) = e(f(x), f(y)) defines a metric on M that is equivalent to d. Construct a metric
on R which is equivalent to the standard metric but in which R is not complete.

Paper 4, Section I
2G Analysis and Topology

Define the closure of a subspace Z of a topological space X, and what it means for
Z to be dense. What does it mean for a topological space Y to be Hausdorff ?

Assume that Y is Hausdorff, and that Z is a dense subspace of X. Show that if two
continuous maps f, g : X → Y agree on Z, they must agree on the whole of X. Does this
remain true if you drop the assumption that Y is Hausdorff?

Paper 1, Section II
10G Analysis and Topology

Let X and Y be metric spaces. Determine which of the following statements are
always true and which may be false, giving a proof or a counterexample as appropriate.

(a) Let fn and f be real-valued functions on X and let A,B be two subsets of X
such that X = A∪B. If fn converges uniformly to f on both A and B, then fn converges
uniformly to f on X.

(b) If the sequences of real-valued functions fn and gn converge uniformly on X to
f and g respectively, then fngn converges uniformly to fg on X.

(c) Let X be the rectangle [1, 2]× [1, 2] ⊂ R2 and let fn : X → R be given by

fn(x, y) =
1 + nx

1 + ny
.

Then fn converges uniformly on X.

(d) Let A be a subset of X and x0 a point such that any neighbourhood of x0
contains a point of A different from x0. Suppose the functions fn : A → Y converge
uniformly on A and, for each n, limx→x0 fn(x) = yn. If Y is complete, then the sequence
yn converges.

(e) Let fn converge uniformly on X to a bounded function f and let g : R→ R be
continuous. Then the composition g ◦ fn converges uniformly to g ◦ f on X.
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Paper 2, Section II
10G Analysis and Topology

State the inverse function theorem for a function F : Rn → Rn. Suppose F is a
differentiable bijection with F−1 also differentiable. Show that the derivative of F at any
point in Rn is a linear isomorphism.

Let F : Rn → Rn be a continuously differentiable map such that its derivative is
invertible at any point in Rn. Is F (Rn) open? Is F (Rn) closed? Justify your answers.

Let F : R3 → R3 be given by

F (x, y, z) = (x+ y + z, zy + zx+ xy, xyz).

Determine the set C of points p ∈ R3 for which F fails to admit a differentiable local
inverse around p. Is the set R3 \ C connected? Justify your answer.

Paper 3, Section II
11G Analysis and Topology

Define a contraction mapping between two metric spaces. State and prove the
contraction mapping theorem. Use this to show that the equation x = cosx has a unique
real solution.

State the mean value inequality. Let f : R2 → R2 be the map given by

f(x, y) =

(
cosx+ cos y − 1

2
, cosx− cos y

)
.

Prove that f has a fixed point. [Hint: Find a suitable subset of R2 on which f is a
contraction mapping.]
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Paper 4, Section II
10G Analysis and Topology

Define what it means for a topological space to be connected. Describe without
proof the connected subspaces of R with the standard topology. Define what it means
for a topological space to be path connected, and show that path connectedness implies
connectedness.

Given metric spaces A and B, let C(A,B) be the space of continuous bounded
functions from A to B with the topology induced by the uniform metric.

(a) For n ∈ N, let In ⊂ R be

In = [1, 2] ∪ [3, 4] ∪ . . . ∪ [2n− 1, 2n]

with the subspace topology. For fixed m,n ∈ N, how many connected components
does C(In, Im) have?

(b) (i) Give an example of a closed bounded subspace of R2 which is connected but
not path connected, justifying your answer. Call your example S.

(ii) Show that C([0, 1], S) is not path connected.

(iii) Is C([0, 1], S) connected? Briefly justify your answer.
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Paper 4, Section I
3G Complex Analysis

Show that there is no bijective holomorphic map f : D(0, 1) \ {0} → A, where
D(0, 1) is the disc {z ∈ C : |z| < 1} and A is the annulus {z ∈ C : 1 < |z| < 2}.

[Hint: Consider an extension of f to the whole disc.]

Paper 3, Section II
13G Complex Analysis

Let U ⊂ C be a (non-empty) connected open set and let fn be a sequence of
holomorphic functions defined on U . Suppose that fn converges uniformly to a function
f on every compact subset of U . Show that f is holomorphic in U . Furthermore, show
that f ′n converges uniformly to f ′ on every compact subset of U .

Suppose in addition that f is not identically zero and that for each n, there is a
unique cn ∈ U such that fn(cn) = 0. Show that there is at most one c ∈ U such that
f(c) = 0. Find an example such that f has no zeros in U . Give a necessary and sufficient
condition on the cn for this to happen in general.
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Paper 1, Section I
3G Complex Analysis or Complex Methods

Show that f(z) = z
sin z has a removable singularity at z = 0. Find the radius of

convergence of the power series of f at the origin.

Paper 1, Section II
12G Complex Analysis or Complex Methods

(a) Let Ω ⊂ C be an open set such that there is z0 ∈ Ω with the property that for
any z ∈ Ω, the line segment [z0, z] connecting z0 to z is completely contained in Ω. Let
f : Ω→ C be a continuous function such that

∫

Γ
f(z) dz = 0

for any closed curve Γ which is the boundary of a triangle contained in Ω. Given w ∈ Ω,
let

g(w) =

∫

[z0,w]
f(z) dz.

Explain briefly why g is a holomorphic function such that g′(w) = f(w) for all w ∈ Ω.

(b) Fix z0 ∈ C with z0 6= 0 and let D ⊂ C be the set of points z ∈ C such that the
line segment connecting z to z0 does not pass through the origin. Show that there exists
a holomorphic function h : D → C such that h(z)2 = z for all z ∈ D. [You may assume
that the integral of 1/z over the boundary of any triangle contained in D is zero.]

(c) Show that there exists a holomorphic function f defined in a neighbourhood U
of the origin such that f(z)2 = cos z for all z ∈ U . Is it possible to find a holomorphic
function f defined on the disk |z| < 2 such that f(z)2 = cos z for all z in the disk? Justify
your answer.

Paper 2, Section II
12A Complex Analysis or Complex Methods

(a) Let R = P/Q be a rational function, where deg Q > deg P + 2, and Q has no
real zeros. Using the calculus of residues, write a general expression for

∫ ∞

−∞
R(x)eix dx

in terms of residues. Briefly justify your answer.

[You may assume that the polynomials P and Q do not have any common factors.]

(b) Explicitly evaluate the integral

∫ ∞

−∞

x sinx

1 + x4
dx .
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Paper 3, Section I
3A Complex Methods

The function f(x) has Fourier transform

f̃(k) =

∫ ∞

−∞
f(x)e−ikx dx =

−2ki

p2 + k2
,

where p > 0 is a real constant. Using contour integration, calculate f(x) for x > 0.

[Jordan’s lemma and the residue theorem may be used without proof.]

Paper 4, Section II
12A Complex Methods

The Laplace transform F (s) of a function f(t) is defined as

L{f(t)} = F (s) =

∫ ∞

0
e−stf(t) dt.

(a) For f(t) = tn for n a non-negative integer, show that

L{f(t)} = F (s) =
n!

sn+1
,

L{eatf(t)} = F (s− a) =
n!

(s− a)n+1
.

(b) Use contour integration to find the inverse Laplace transform of

F (s) =
1

s2(s+ 2)2
.

(c) Verify the result in part (b) by using the results in part (a) and the convolution
theorem.

(d) Use Laplace transforms to solve the differential equation

d4

dt4
[f(t)] + 4

d3

dt3
[f(t)] + 4

d2

dt2
[f(t)] = 0,

subject to the initial conditions

f(0) =
d

dt
f(0) =

d2

dt2
f(0) = 0 and

d3

dt3
f(0) = 1.
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Paper 2, Section I
4D Electromagnetism

A uniformly charged sphere of radius R has total charge Q. Find the electric field
inside and outside the sphere.

A second uniformly charged sphere of radius R has total charge −Q. The centre of
the second sphere is displaced from the centre of the first by the vector d, where |d| < R.
Show that the electric field in the overlap region is constant and find its value.

Paper 4, Section I
5D Electromagnetism

(a) Use the Maxwell equations to show that, in the absence of electric charges and
currents, the magnetic field obeys

∂2B

∂t2
= c2∇2B

for some appropriate speed c that you should express in terms of ε0 and µ0.

(b) Show that

B =




B1

B2

B3


 cos(kz − ωt)

satisfies the Maxwell equations given appropriate conditions on the constants B1, B2, B3,
ω and k that you should find. What is the corresponding electric field E?

(c) Compute and interpret the Poynting vector S = 1
µ0
E×B.

Paper 1, Section II
15D Electromagnetism

(a) Use Gauss’ law to compute the electric field E and electric potential φ due to
an infinitely long, straight wire with charge per unit length λ > 0.

(b) Two infinitely long wires, both lying parallel to the z-axis, intersect the z = 0
plane at (x, y) = (±a, 0). They carry charge per unit length ±λ respectively. Show that
the equipotentials on the z = 0 plane form circles and determine the centres and radii of
these circles as functions of a and

k =
2πε0φ

λ
,

where ε0 is the permittivity of free space.

Sketch the equipotentials and the electric field. What happens in the case φ = 0?

Find the electric field in the limit a→ 0 with λa = p fixed.
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Paper 2, Section II
16D Electromagnetism

(a) Starting from an appropriate Maxwell equation, derive Faraday’s law of induc-
tion relating electromotive force to the change of flux for a static circuit.

(b) An infinite wire lies along the z-axis and carries current I > 0 in the positive
z-direction.

(i) Use Ampère’s law to calculate the magnetic field B.

(ii) In addition to the infinite wire described above, a square loop of wire, with sides of
length 2a and total resistance R, is restricted to lie in the x = 0 plane. The centre
of the square initially sits at point y = d > a. The square loop is pulled away from
the wire in the direction of increasing y at speed v. Calculate the current that flows
in the loop and draw a diagram indicating the direction of the current.

(iii) The square loop is instead pulled in the z-direction, parallel to the infinite wire, at
a speed u. Calculate the current in the loop.

Paper 3, Section II
15D Electromagnetism

(a) A Lorentz transformation is given by

Λµν =




γ −γv/c 0 0
−γv/c γ 0 0

0 0 1 0
0 0 0 1


 ,

where γ = 1/
√

1 − v2/c2. How does a 4-vector Xµ = (ct, x, y, z) transform?

(b) The electromagnetic field is an anti-symmetric tensor with components

Fµν =




0 −E1/c −E2/c −E3/c
E1/c 0 B3 −B2

E2/c −B3 0 B1

E3/c B2 −B1 0


 .

Determine how the components of the electric field E and the magnetic field B transform
under the Lorentz transformation given in part (a).

(c) An infinite, straight wire has uniform charge per unit length λ and carries no
current. Determine the electric field and magnetic field. By applying a Lorentz boost,
find the fields seen by an observer who travels with speed v in the direction parallel to the
wire. Interpret your results using the appropriate Maxwell equation.
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Paper 2, Section I
5C Fluid Dynamics

An unsteady fluid flow has velocity field given in cartesian coordinates (x, y, z) by
u = (2t, xt, 0), where t > 0 denotes time. Dye is continuously released into the fluid from
the origin.

(a) Determine if this fluid flow is incompressible.

(b) Find the distance from the origin at time t of the dye particle that was released
at time s, where s < t.

(c) Determine the equation of the curve formed by the dye streak in the (x, y)-plane.

Paper 3, Section I
7C Fluid Dynamics

A two-dimensional flow has velocity given by

u(x) = 2
x(d · x)

r4
− d

r2

as a function of the position vector x, with r = |x|, where d is a fixed vector.

(a) Show that this flow is incompressible for r 6= 0.

(b) Compute the stream function ψ for this flow in polar coordinates (r, θ) with
θ = 0 aligned with the vector d.

[Hint: in polar coordinates

∇ · F =
1

r

∂

∂r
(rFr) +

1

r

∂Fθ
∂θ

for a vector F = (Fr, Fθ).]
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Paper 1, Section II
16C Fluid Dynamics

Consider a steady viscous flow (with viscosity µ) of constant density ρ through a
long pipe of circular cross-section with radius R. The flow is driven by a constant pressure
gradient ∂p/∂z along the pipe (z is the coordinate along the pipe).

The Navier-Stokes equation describing this flow is

ρ

[
∂u

∂t
+ (u · ∇)u

]
= −∇p+ µ∇2u.

(a) Using cylindrical coordinates (r, θ, z) aligned with the pipe, determine the
velocity u = (0, 0, w(r)) of the flow.

[Hint: in cylindrical coordinates

∇2 =
1

r

∂

∂r

(
r
∂

∂r

)
+

1

r2
∂2

∂θ2
+

∂2

∂z2
.]

(b) The viscous stress exerted on the flow by the pipe boundaries is equal to

µ

(
∂w

∂r

)∣∣∣∣
r=R

.

Demonstrate the overall force balance for the (cylindrical) volume of the fluid enclosed
within the section of the pipe z0 6 z 6 z0 + L.

(c) Compute the mass flux through the pipe.
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Paper 3, Section II
16C Fluid Dynamics

Consider an axisymmetric, two-dimensional, incompressible flow u(r) = (ur, uθ) in
polar coordinates (r, θ).

(a) Determine the behaviour of ur if it is finite everywhere in space.

(b) Representing uθ = Ω(r)r, express the vorticity of the flow ω in terms of Ω.

(c) Starting from the Navier-Stokes equation

ρ

[
∂u

∂t
+ (u · ∇)u

]
= −∇p+ µ∇2u

derive the vorticity evolution equation

Dω

Dt
= (ω · ∇)u + ν∇2ω

for a general incompressible flow with kinematic viscosity ν = µ/ρ.

(d) Deduce the form of the evolution equation for the scalar vorticity ω = |ω| for
the axisymmetric two-dimensional flow of part (a).

(e) Show that the equation derived in part (d) adopts a self-similar form ω(r, t) =
ω(ξ), where ξ = r/

√
νt is the similarity variable.

[You may use the fact that, in polar coordinates,

∇2 =
1

r

∂

∂r

(
r
∂

∂r

)
+

1

r2
∂2

∂θ2

and

∇× F =
1

r

[
∂

∂r
(rFθ)−

∂Fr
∂θ

]
ez

for a vector F = (Fr, Fθ), where ez is a unit vector normal to the flow plane.]

Paper 4, Section II
16C Fluid Dynamics

A fluid of density ρ1 occupies the region z > 0 and a second fluid of density ρ2
occupies the region z < 0. The system is perturbed so that the subsequent motion
is irrotational and the interface is at z = ζ(x, t). State the equations and nonlinear
boundary conditions that are satisfied by the corresponding velocity potentials φ1 and φ2
and pressures p1 and p2.

Obtain a set of linearised equations and boundary conditions when the perturbations
are small and proportional to ei(kx−ωt). Hence derive the dispersion relation

ω2 = gk F

(
ρ1
ρ2

)
,

where g is the gravitational acceleration and F is a function to be determined.
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Paper 1, Section I
2E Geometry

Give a characterisation of the geodesics on a smooth embedded surface in R3.

Write down all the geodesics on the cylinder x2 + y2 = 1 passing through the point
(x, y, z) = (1, 0, 0). Verify that these satisfy your characterisation of a geodesic. Which of
these geodesics are closed?

Can R2 \ {(0, 0)} be equipped with an abstract Riemannian metric such that every
point lies on a unique closed geodesic? Briefly justify your answer.

Paper 3, Section I
2F Geometry

Consider the space Sa,b ⊂ R3 defined by

x2 + y2 + z3 + az + b = 0

for unknown real constants a, b with (a, b) 6= (0, 0).

(a) Stating any result you use, show that Sa,b is a smooth surface in R3 whenever
4a3 + 27b2 6= 0.

(b) What about the cases where 4a3 + 27b2 = 0? Briefly justify your answer.

Paper 1, Section II
11E Geometry

(a) Let H be the upper half plane model of the hyperbolic plane. Let G be the group
of orientation preserving isometries of H. Write down the general form of an element of
G. Show that G acts transitively on (i) the points in H, (ii) the boundary R ∪ {∞} of H,
and (iii) the set of hyperbolic lines in H.

(b) Show that if P ∈ H then {g ∈ G | g(P ) = P} is isomorphic to SO(2).

(c) Show that for any two distinct points P,Q ∈ H there exists a unique g ∈ G with
g(P ) = Q and g(Q) = P .

(d) Show that if `,m are hyperbolic lines meeting at P ∈ H with angle θ then the
points of intersection of `,m with the boundary of H, when taken in a suitable order, have
cross ratio cos2(θ/2).
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Paper 2, Section II
11F Geometry

Consider the surface S ⊂ R3 given by

(sinhu cos v, sinhu sin v, v) for u, v > 0.

Sketch S. Calculate its first fundamental form.

(a) Find a surface of revolution S′ such that there is a local isometry between S and
S′. Do they have the same Gauss curvature?

(b) Given an oriented surface R ⊂ R3, define the Gauss map of R. Describe the image
of the Gauss map for S′ equipped with the orientation associated to the outward-
pointing normal. Use this to calculate the total Gaussian curvature of S′.

(c) By considering the total Gaussian curvature of S, or otherwise, show that there
does not exist a global isometry between S and S′.

You should carefully state any result(s) you use.
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Paper 3, Section II
12F Geometry

(a) Define a topological surface. Consider the topological spaces S1 and S2 given by
identifying the sides of a square as drawn. Show that S1 is a topological surface.
[Hint: It may help to find a finite group G acting on the 2-sphere S2 such that S2/G
is homeomorphic to S1.]

Is S2 a topological surface? Briefly justify your answer.

(b) By cutting each along a suitable diagonal, show that the two topological surfaces
S3 and S4 defined by gluing edges of polygons as shown are homeomorphic.

If you delete an open disc from S4, can the resulting surface be embedded in R3?
Briefly justify your answer. Can S4 itself be embedded in R3? State any result you
use.
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Paper 4, Section II
11E Geometry

(a) Write down the metric on the unit disc model D of the hyperbolic plane. Let C
be the Euclidean circle centred at the origin with Euclidean radius r. Show that C is a
hyperbolic circle and compute its hyperbolic radius.

(b) Let ∆ be a hyperbolic triangle with angles α, β, γ, and side lengths (opposite
the corresponding angles) a, b, c. State the hyperbolic sine formula. The hyperbolic cosine
formula is cosh a = cosh b cosh c− sinh b sinh c cosα. Show that if γ = π/2 then

tanα =
sinh a

cosh a sinh b
and tanα tanβ cosh c = 1.

(c) Write down the Gauss–Bonnet formula for a hyperbolic triangle. Show that the
hyperbolic polygon in D with vertices at re2πik/n for k = 0, 1, 2, . . . , n− 1 has hyperbolic
area

An(r) = 2n

[
cot−1

(
1 − r2

1 + r2
cot

(π
n

))
− π

n

]
.

(d) Show that there exists a hyperbolic hexagon with all interior angles a right
angle. Draw pictures illustrating how such hexagons may be used to construct a closed
hyperbolic surface of any genus at least 2.
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Paper 2, Section I
1E Groups, Rings and Modules

(a) Let R be an integral domain and M an R-module. Let T ⊂M be the subset of
torsion elements, i.e., elements m ∈ M such that rm = 0 for some 0 6= r ∈ R. Show that
T is an R-submodule of M .

(b) Let φ : M1 → M2 be a homomorphism of R-modules. Let T1 6 M1 and
T2 6 M2 be the torsion submodules. Show that there is a homomorphism of R-modules
Φ : M1/T1 →M2/T2 satisfying Φ(m+ T1) = φ(m) + T2 for all m ∈M1.

Does φ injective imply Φ injective?

Does Φ injective imply φ injective?

Paper 3, Section I
1E Groups, Rings and Modules

State the first isomorphism theorem for rings.

Let R be a subring of a ring S, and let J be an ideal in S. Show that R + J is a
subring of S and that

R

R ∩ J
∼= R+ J

J
.

Compute the characteristics of the following rings, and determine which are fields.

Q[X]

(X + 2)

Z[X]

(3, X2 +X + 1)

Paper 1, Section II
9E Groups, Rings and Modules

Define a Euclidean domain. Briefly explain how Z[i] satisfies this definition.

Find all the units in Z[i]. Working in this ring, write each of the elements 2, 5 and
1 + 3i in the form u pα1

1 . . . pαt
t where u is a unit, and p1, . . . , pt are pairwise non-associate

irreducibles.

Find all pairs of integers x and y satisfying x2 + 4 = y3.

Paper 2, Section II
9E Groups, Rings and Modules

Define a Sylow subgroup and state the Sylow theorems. Prove the third theorem,
concerning the number of Sylow subgroups.

Quoting any general facts you need about alternating groups, show that An has no
subgroup of index m if 1 < m < n and n > 5. Hence, or otherwise, show that there is no
simple group of order 90.
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Paper 3, Section II
10E Groups, Rings and Modules

Let R be a Euclidean domain. What does it mean for two matrices with entries in
R to be equivalent? Prove that any such matrix is equivalent to a diagonal matrix. Under
what further conditions is the diagonal matrix said to be in Smith normal form?

Let M 6 Zn be the subgroup generated by the rows of an n × n matrix A. Show
that G = Zn/M is finite if and only if detA 6= 0, and in that case the order of G is | detA|.

Determine whether the groups G1 and G2 corresponding to the following matrices
are isomorphic.

A1 =




5 0 4
0 1 2
2 0 0


 A2 =




7 2 −1
6 2 0
1 0 3




Paper 4, Section II
9E Groups, Rings and Modules

(a) Let R be a unique factorisation domain with field of fractions F . What does it
mean for a polynomial f ∈ R[X] to be primitive? Prove that the product of two primitive
polynomials is primitive. Let f, g ∈ R[X] be polynomials of positive degree. Show that if
f and g are coprime in R[X] then they are coprime in F [X].

(b) Let I ⊂ C[X,Y ] be an ideal generated by non-zero coprime polynomials f and g.
By running Euclid’s algorithm in a suitable ring, or otherwise, show that I ∩ C[X] 6= {0}
and I ∩ C[Y ] 6= {0}. Deduce that C[X,Y ]/I is a finite dimensional C-vector space.
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Paper 1, Section I
1F Linear Algebra

Define the determinant of a matrix A ∈Mn(C).

(a) Assume A is a block matrix of the form

(
M X
0 N

)
, where M and N are square

matrices. Show that detA = detM detN .

(b) Assume A is a block matrix of the form

(
0 M
N 0

)
, where M and N are square

matrices of sizes k and n− k. Express detA in terms of detM and detN .

[You may assume properties of column operations if clearly stated.]

Paper 4, Section I
1F Linear Algebra

What is a Hermitian form on a complex vector space V ? If ϕ and ψ are two
Hermitian forms and ϕ(v, v) = ψ(v, v) for all v ∈ V , prove that ϕ(v, w) = ψ(v, w) for all
v, w ∈ V .

Determine whether the Hermitian form on C2 defined by the matrix

A =

(
4 2i
−2i 3

)

is positive definite.

Paper 1, Section II
8F Linear Algebra

(a) Let V be a finite dimensional complex inner product space, and let α be an
endomorphism of V . Define its adjoint α∗.

Assume that α is normal, i.e. α commutes with its adjoint: αα∗ = α∗α.

(i) Show that α and α∗ have a common eigenvector v. What is the relation
between the corresponding eigenvalues?

(ii) Deduce that V has an orthonormal basis of eigenvectors of α.

(b) Now consider a real matrix A ∈ Matn(R) which is skew-symmetric, i.e. AT = −A.

(i) Can A have a non-zero real eigenvalue?

(ii) Use the results of part (a) to show that there exists an orthogonal matrix
R ∈ O(n) such that RTAR is block-diagonal with the non-zero blocks of the

form

(
0 λ
−λ 0

)
, λ ∈ R.
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Paper 2, Section II
8F Linear Algebra

Let V be a real vector space (not necessarily finite-dimensional). Define the dual
space V ∗. Prove that if f1, f2 ∈ V ∗ are such that f1(v)f2(v) = 0 for all v ∈ V , then f1 or
f2 is the zero element in V ∗.

Now suppose that V is a finite-dimensional real vector space.

Let φ be a symmetric bilinear form on V . State Sylvester’s law of inertia for φ.

Let q be a quadratic form on V , let r denote its rank and σ its signature. Show
that q can be factorised as q(v) = f1(v)f2(v) with f1, f2 ∈ V ∗ for all v ∈ V if and only if
r + |σ| 6 2.

A vector v0 ∈ V is called isotropic if q(v0) = 0. Show that if there exist v1 and v2
in V such that q(v1) > 0 and q(v2) < 0, then one can construct a basis of V consisting of
isotropic vectors.

Paper 3, Section II
9F Linear Algebra

Suppose that α is an endomorphism of an n-dimensional complex vector space.
Define the minimal polynomial mα of α. State the Cayley–Hamilton theorem, and explain
why mα exists and is unique.

(a) If α has minimal polynomial mα(x) = xm, what is the minimal polynomial of α3?

(b) If λ 6= 0 is an eigenvalue for α, show that λ3 is an eigenvalue for α3. Describe the
λ3–eigenspace of α3 in terms of eigenspaces of α.

(c) Assume α is invertible with minimal polynomial mα(x) =
∏k
i=1(x− λi)ci .

(i) Show that the minimal polynomial mα3 of α3 must divide
∏k
i=1(x− λ3i )ci .

(ii) Prove that equality holds if in addition all λi are real (in other words, we have
mα3(x) =

∏k
i=1(x− λ3i )ci).

Part IB, Paper 1



21

Paper 4, Section II
8F Linear Algebra

Let V and W be finite dimensional vector spaces, and α a linear map from V to W .
Define the rank r(α) and nullity n(α) of α. State and prove the rank-nullity theorem.

Assume now that α and β are linear maps from V to itself, and let n = dimV .
Prove the following inequalities for the linear maps α+ β and αβ:

|r(α)− r(β)| 6 r(α+ β) 6 min{r(α) + r(β), n}
and

max{r(α) + r(β)− n, 0} 6 r(αβ) 6 min{r(α), r(β)}.

For arbitrary values of n and 0 6 r(α), r(β) 6 n, show that each of the four bounds can
be attained for some (α, β). Can both upper bounds always be attained simultaneously?
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Paper 3, Section I
8H Markov Chains

LetX be an irreducible, positive recurrent and reversible Markov chain taking values
in S and let π be its invariant distribution. For A ⊆ S, we write

TA = min{n > 0 : Xn ∈ A} and T+
A = min{n > 1 : Xn ∈ A}.

(a) Prove that for all A ⊆ S and z ∈ A, we have

Pπ(XTA = z) = π(z)Ez
[
T+
A

]
.

(b) Let πA be the probability measure defined by πA(x) = π(x)/π(A) for x ∈ A. Prove
that

EπA
[
T+
A

]
=

1

π(A)
.

Paper 4, Section I
7H Markov Chains

Let X be an irreducible Markov chain with transition matrix P and values in the
set S. For i ∈ S, let Ti = min{n > 1 : Xn = i} and Vi =

∑∞
n=0 1(Xn = i).

(a) Suppose X0 = i. Show that Vi has a geometric distribution.

(b) Suppose X is transient. Prove that for all i, j ∈ S, we have

Pn(i, j) → 0 as n→ ∞.
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Paper 1, Section II
19H Markov Chains

The n-th iteration of the Sierpinski triangle is constructed as follows: start with
an equilateral triangle, subdivide it into 4 congruent equilateral triangles, and remove the
central one. Repeat the same procedure n − 1 times on each smaller triangle that is not
removed. We call Gn the graph whose vertices are the corners of the triangles and edges
the segments joining them, as shown in the figure:

A

B

C

G1

A

B

C

G2

A C

B

Gn

Let A, B, and C be the corners of the original triangle. Let X be a simple random
walk on Gn, i.e., from every vertex, it jumps to a neighbour chosen uniformly at random.
Let

TBC = min{i > 0 : Xi ∈ {B,C}}.

(a) Suppose n = 1. Show that EA[TBC ] = 5.

(b) Suppose n = 2. Show that EA[TBC ] = 52.

(c) Show that EA[TBC ] = 5n when X is a simple random walk on Gn, for n ∈ N.

Paper 2, Section II
18H Markov Chains

Let X be a random walk on N = {0, 1, 2, . . .} with X0 = 0 and transition matrix
given by

P (i, i+ 1) =
1

3
= 1− P (i, i− 1), for i > 1, and P (0, 0) =

2

3
= 1− P (0, 1).

(a) Prove that X is positive recurrent.

(b) Let Y be an independent walk with matrix P and suppose that Y0 = 0. Find the
limit

lim
n→∞

P(Xn = 0, Yn = 1) ,

stating clearly any theorems you use.

(c) Let T = min{n > 1 : (Xn, Yn) = (0, 0)}. Find the expected number of times that Y
visits 1 by time T .
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Paper 2, Section I
3B Methods

The function u(x, y) satisfies

x
∂u

∂y
− y

∂u

∂x
= 0 ,

with boundary data u(x, 0) = f(x2) . Find and sketch the characteristic curves. Hence
determine u(x, y) .

Paper 3, Section I
5A Methods

The Legendre polynomial Pn(x) satisfies

(1− x2)P ′′
n − 2xP ′

n + n(n+ 1)Pn = 0, n = 0, 1, . . . , for − 1 6 x 6 1.

Show that Qn(x) = P ′
n(x) satisfies an equation which can be recast in self-adjoint form

with eigenvalue (n − 1)(n + 2). Write down the orthogonality relation for Qn(x), Qm(x)
for n 6= m.

Part IB, Paper 1



25

Paper 1, Section II
13B Methods

A uniform string of length l and mass per unit length µ is stretched horizontally
under tension T = µc2 and fixed at both ends. The string is subject to the gravitational
force µg per unit length and a resistive force with value

−2kµ
∂y

∂t

per unit length, where y(x, t) is the transverse, vertical displacement of the string and k
is a positive constant.

(a) Derive the equation of motion of the string assuming that y(x, t) remains small.

[In the remaining parts of the question you should assume that gravity is negligible.]

(b) Find y(x, t) for t > 0, given that

y(x, 0) = 0,
∂y

∂t
(x, 0) = A sin

(πx
l

)
(?)

with A constant, and k = πc/l.

(c) An extra transverse force

αµ sin

(
3πx

l

)
cos kt

per unit length is applied to the string, where α is a constant. With the initial conditions
(?), find y(x, t) for t > 0 and comment on the behaviour of the string as t→∞.

Compute the total energy E of the string as t→∞.
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Paper 2, Section II
14A Methods

(a) Verify that y = e−x is a solution of the differential equation

(x+ λ+ 1)y′′ + (x+ λ)y′ − y = 0,

where λ is a constant. Find a second solution of the form y = ax+ b.

(b) Let L be the operator

L[y] = y′′ +
(x+ λ)

(x+ λ+ 1)
y′ − 1

(x+ λ+ 1)
y

acting on functions y(x) satisfying

y(0) = λy′(0) and lim
x→∞

y(x) = 0. (?)

The Green’s function G(x; ξ) for L satisfies

L[G] = δ(x− ξ),

with ξ > 0. Show that

G(x; ξ) = − (x+ λ)

(ξ + λ+ 1)

for 0 6 x < ξ, and find G(x; ξ) for x > ξ.

(c) Hence or otherwise find the solution when λ = 2 for the problem

L[y] = −(x+ 3)e−x,

for x > 0 and y(x) satisfying the boundary conditions given in (?).

Part IB, Paper 1



27

Paper 3, Section II
14A Methods

(a) Prove Green’s third identity for functions u(r) satisfying Laplace’s equation in
a volume V with surface S, namely

u(r0) =

∫

S

(
u
∂Gfs
∂n

− ∂u

∂n
Gfs

)
dS,

where Gfs(r; r0) = −1/(4π|r − r0|) is the free space Green’s function.

(b) A solution is sought to the Neumann problem for ∇2u = 0 in the half-space
z > 0 with boundary condition

∂u

∂z

∣∣∣∣
z=0

= p(x, y),

where both u and its spatial derivatives decay sufficiently rapidly as |r| → ∞.

(i) Explain why it is necessary to assume that

∫ ∞

−∞

∫ ∞

−∞
p(x, y)dx dy = 0.

(ii) Using the method of images or otherwise, construct an appropriate Green’s function
G(r; r0) satisfying ∂G/∂z = 0 at z = 0.

(iii) Hence find the solution in the form

u(x0, y0, z0) =

∫ ∞

−∞

∫ ∞

−∞
p(x, y)f(x− x0, y − y0, z0)dx dy ,

where f is to be determined.

(iv) Now let

p(x, y) =

{
sin(x) for |x|, |y| < π

2 ,

0 otherwise.

By expanding f in inverse powers of z0, determine the leading order term for u
(proportional to z−30 ) as z0 →∞.

Part IB, Paper 1 [TURN OVER]



28

Paper 4, Section II
14B Methods

(a) Let h(x) = m′(x). Express the Fourier transform h̃(k) of h(x) in terms of the
Fourier transform m̃(k) of m(x), given that m → 0 as |x| → ∞. [You need to show an
explicit calculation.]

(b) Calculate the inverse Fourier transform of

m̃(k) = −iπ sgn(k)e−α|k| ,

with Reα > 0.

(c) The function u(x, y) obeys Laplace’s equation ∇2u = 0 in the region defined by
−∞ < x < ∞ and 0 < y < a, with real positive a, where u(x, 0) = f(x), u(x, a) = g(x)
and u→ 0 as |x| → ∞.

(i) By performing a suitable Fourier transform of Laplace’s equation, determine the
ordinary differential equation satisfied by ũ(k, y). Hence express ũ(k, y) in terms of
the Fourier transforms f̃(k), g̃(k) of f(x) and g(x).

(ii) Find ũ(k, y) for

f(x) = 0, g(x) =
x

x2 + a2
− x

x2 + 9a2
.

Hence, determine u(x, y).

[The following convention is used in this question:

f̃(k) =

∫ ∞

−∞
f(x)e−ikxdx and f(x) =

1

2π

∫ ∞

−∞
f̃(k)eikxdk . ]
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Paper 1, Section I
5C Numerical Analysis

Use the Gram–Schmidt algorithm to compute a reduced QR factorization of the
matrix

A =




2 2 0
2 0 −4
2 2 2
−2 0 2


 ,

i.e. find a matrix Q ∈ R4×3 with orthonormal columns and an upper triangular matrix
R ∈ R3×3 such that A = QR.

Paper 4, Section I
6C Numerical Analysis

(a) Suppose that w(x) > 0 for all x ∈ [a, b]. The weights b1, . . . , bn and nodes
c1, . . . , cn are chosen so that the Gaussian quadrature formula for a function f ∈ C[a, b]

∫ b

a
w(x)f(x)dx ≈

n∑

k=1

bkf(ck)

is exact for every polynomial of degree 2n − 1. Show that the bi, i = 1, . . . , n are all
positive.

(b) Evaluate the coefficients bk and ck of the Gaussian quadrature of the integral

∫ 1

−1
x2f(x)dx,

which uses two evaluations of the function f(x) and is exact for all f that are polynomials
of degree 3.
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Paper 1, Section II
17C Numerical Analysis

For a function f ∈ C3[−1, 1] consider the following approximation of f ′′(0):

f ′′(0) ≈ η(f) = a−1f(−1) + a0f(0) + a1f(1) ,

with the error

e(f) = f ′′(0)− η(f).

We want to find the smallest constant c such that

|e(f)| 6 c max
x∈[−1,1]

∣∣f ′′′(x)
∣∣ . (?)

(a) State the necessary conditions on the approximation scheme η for the inequality
(?) to be valid with some c <∞. Hence, determine the coefficients a−1, a0, a1.

(b) State the Peano kernel theorem and use it to find the smallest constant c in the
inequality (?).

(c) Explain briefly why this constant is sharp.

Paper 2, Section II
17C Numerical Analysis

A scalar, autonomous, ordinary differential equation y′ = f(y) is solved using the
Runge–Kutta method

k1 = f(yn) ,

k2 = f(yn + (1 − a)hk1 + ahk2) ,

yn+1 = yn +
h

2
(k1 + k2) ,

where h is a step size and a is a real parameter.

(a) Determine the order of the method and its dependence on a.

(b) Find the range of values of a for which the method is A-stable.
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Paper 3, Section II
17C Numerical Analysis

(a) The equation y′ = f(t, y) is solved using the following multistep method with s
steps,

s∑

k=0

ρkyn+k = h

s∑

k=0

σkf(tn+k, yn+k) ,

where h is the step size and ρk, σk are specified constants with ρs = 1. Prove that this
method is of order p if and only if

s∑

k=0

ρkP (tn+k) = h
s∑

k=0

σkP
′(tn+k) ,

for all polynomials P of degree p.

(b) State the Dahlquist equivalence theorem regarding the convergence of a mul-
tistep method. Consider a multistep method

yn+3 + (2a− 3)(yn+2 − yn+1)− yn = ha(fn+2 + fn+1) ,

where a 6= 0 is a real parameter. Determine the values of a for which this method is
convergent, and find its order.
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Paper 1, Section I
7H Optimisation

Let f : Rn → R be a continuously differentiable convex function. Briefly describe
the steps of the gradient descent method for minimizing f .

Suppose f : Rn → R is a twice-differentiable function satisfying αI � ∇2f(x) � βI
for some α, β > 0 and all x ∈ Rn. Suppose the gradient descent method is run with step
size η = 1

β . How does the rate of convergence of the gradient descent method depend on

the condition number β
α?

Now let f(x, y, z) = x2+100y2+10000z2. Compute a condition number for f . Find
a linear transformation A : R3 → R3 such that f ◦A has a condition number of 1.

[For two matrices A,B ∈ Rn, we write A � B to denote the fact that B − A is a
positive semidefinite matrix.]

Paper 2, Section I
7H Optimisation

State the Lagrange sufficiency theorem. Using the Lagrange sufficiency theorem,
solve the following optimisation problem:

minimise − x1 − 3x2

subject to x21 + x22 6 25

− x1 + 2x2 6 5.
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Paper 3, Section II
19H Optimisation

Explain what is meant by a transportation problem with n suppliers and m
consumers.

A straight road contains three bakeries, B1, B2, and B3, and four cafes, C1, C2,
C3, and C4. They are arranged in the following order:

<latexit sha1_base64="8/R1d95csd0Mmb+p8pOKksrJPi4=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBahp5JIUY9FLx6r2FpoQ9lsN+3SzSbsToQS+g+8eFDEq//Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4W19Y3NreJ2aWd3b/+gfHjUNnGqGW+xWMa6E1DDpVC8hQIl7ySa0yiQ/DEY38z8xyeujYjVA04S7kd0qEQoGEUr3V97/XLFrblzkFXi5aQCOZr98ldvELM04gqZpMZ0PTdBP6MaBZN8WuqlhieUjemQdy1VNOLGz+aXTsmZVQYkjLUthWSu/p7IaGTMJApsZ0RxZJa9mfif100xvPIzoZIUuWKLRWEqCcZk9jYZCM0ZyokllGlhbyVsRDVlaMMp2RC85ZdXSfu85l3U6nf1SqOax1GEEziFKnhwCQ24hSa0gEEIz/AKb87YeXHenY9Fa8HJZ47hD5zPH/7njPA=</latexit>

B1
<latexit sha1_base64="tKb4QBE7b9v1ck7VqTcyJLfqngM=">AAAB6XicbVDLTgJBEOzFF+IL9ehlIjHhRHYJUY9ELx7RyCOBDZkdZmHC7OxmpteEEP7AiweN8eofefNvHGAPClbSSaWqO91dQSKFQdf9dnIbm1vbO/ndwt7+weFR8fikZeJUM95ksYx1J6CGS6F4EwVK3kk0p1EgeTsY38799hPXRsTqEScJ9yM6VCIUjKKVHm6q/WLJrbgLkHXiZaQEGRr94ldvELM04gqZpMZ0PTdBf0o1Cib5rNBLDU8oG9Mh71qqaMSNP11cOiMXVhmQMNa2FJKF+ntiSiNjJlFgOyOKI7PqzcX/vG6K4bU/FSpJkSu2XBSmkmBM5m+TgdCcoZxYQpkW9lbCRlRThjacgg3BW315nbSqFe+yUruvlerlLI48nME5lMGDK6jDHTSgCQxCeIZXeHPGzovz7nwsW3NONnMKf+B8/gAAeozx</latexit>

B2
<latexit sha1_base64="6bYRB89i55wqorcqJtulXcz+9PI=">AAAB6XicbVDLTgJBEOzFF+IL9ehlIjHhRHaVqEeiF49o5JHAhswOvTBhdnYzM2tCCH/gxYPGePWPvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLR7cxvPaHSPJaPZpygH9GB5CFn1Fjp4eaiVyy5FXcOskq8jJQgQ71X/Or2Y5ZGKA0TVOuO5ybGn1BlOBM4LXRTjQllIzrAjqWSRqj9yfzSKTmzSp+EsbIlDZmrvycmNNJ6HAW2M6JmqJe9mfif10lNeO1PuExSg5ItFoWpICYms7dJnytkRowtoUxxeythQ6ooMzacgg3BW355lTTPK95lpXpfLdXKWRx5OIFTKIMHV1CDO6hDAxiE8Ayv8OaMnBfn3flYtOacbOYY/sD5/AEB/ozy</latexit>

B3

<latexit sha1_base64="JCHfvbSJkoj184elJmmi1JeCac0=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBahp5JIUY+FXjxWsbXQhrLZTtqlm03Y3Qgl9B948aCIV/+RN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RQ2Nre2d4q7pb39g8Oj8vFJR8epYthmsYhVN6AaBZfYNtwI7CYKaRQIfAwmzbn/+IRK81g+mGmCfkRHkoecUWOl+6Y3KFfcmrsAWSdeTiqQozUof/WHMUsjlIYJqnXPcxPjZ1QZzgTOSv1UY0LZhI6wZ6mkEWo/W1w6IxdWGZIwVrakIQv190RGI62nUWA7I2rGetWbi/95vdSEN37GZZIalGy5KEwFMTGZv02GXCEzYmoJZYrbWwkbU0WZseGUbAje6svrpHNZ865q9bt6pVHN4yjCGZxDFTy4hgbcQgvawCCEZ3iFN2fivDjvzseyteDkM6fwB87nDwB7jPE=</latexit>

C1
<latexit sha1_base64="xMoBNH8Fvlvd06WEUFTHnfJIgek=">AAAB6XicbVDLTgJBEOzFF+IL9ehlIjHhRHYJUY8kXDyikUcCGzI7zMKE2dnNTK8JIfyBFw8a49U/8ubfOMAeFKykk0pVd7q7gkQKg6777eS2tnd29/L7hYPDo+OT4ulZ28SpZrzFYhnrbkANl0LxFgqUvJtoTqNA8k4waSz8zhPXRsTqEacJ9yM6UiIUjKKVHhrVQbHkVtwlyCbxMlKCDM1B8as/jFkacYVMUmN6npugP6MaBZN8XuinhieUTeiI9yxVNOLGny0vnZMrqwxJGGtbCslS/T0xo5Ex0yiwnRHFsVn3FuJ/Xi/F8NafCZWkyBVbLQpTSTAmi7fJUGjOUE4toUwLeythY6opQxtOwYbgrb+8SdrVinddqd3XSvVyFkceLuASyuDBDdThDprQAgYhPMMrvDkT58V5dz5WrTknmzmHP3A+fwAB/4zy</latexit>

C2
<latexit sha1_base64="CUMQO6q+pvZAavwjsmOzx8BTlAQ=">AAAB6XicbVDLTgJBEOzFF+IL9ehlIjHhRHaVqEcSLh7RyCOBDZkdemHC7OxmZtaEEP7AiweN8eofefNvHGAPClbSSaWqO91dQSK4Nq777eQ2Nre2d/K7hb39g8Oj4vFJS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj+txvP6HSPJaPZpKgH9Gh5CFn1FjpoX7VL5bcirsAWSdeRkqQodEvfvUGMUsjlIYJqnXXcxPjT6kynAmcFXqpxoSyMR1i11JJI9T+dHHpjFxYZUDCWNmShizU3xNTGmk9iQLbGVEz0qveXPzP66YmvPWnXCapQcmWi8JUEBOT+dtkwBUyIyaWUKa4vZWwEVWUGRtOwYbgrb68TlqXFe+6Ur2vlmrlLI48nME5lMGDG6jBHTSgCQxCeIZXeHPGzovz7nwsW3NONnMKf+B8/gADg4zz</latexit>

C3
<latexit sha1_base64="rbn1CzJxD011qg16RfvtiA2gEIM=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBahp5JIUY+FXjxWsbXQhrLZTtqlm03Y3Qgl9B948aCIV/+RN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RQ2Nre2d4q7pb39g8Oj8vFJR8epYthmsYhVN6AaBZfYNtwI7CYKaRQIfAwmzbn/+IRK81g+mGmCfkRHkoecUWOl+2Z9UK64NXcBsk68nFQgR2tQ/uoPY5ZGKA0TVOue5ybGz6gynAmclfqpxoSyCR1hz1JJI9R+trh0Ri6sMiRhrGxJQxbq74mMRlpPo8B2RtSM9ao3F//zeqkJb/yMyyQ1KNlyUZgKYmIyf5sMuUJmxNQSyhS3txI2pooyY8Mp2RC81ZfXSeey5l3V6nf1SqOax1GEMziHKnhwDQ24hRa0gUEIz/AKb87EeXHenY9la8HJZ07hD5zPHwUHjPQ=</latexit>

C4

The distance between consecutive establishments is 1 mile: For example, the distance
between B1 and C2 is 3 miles. Bakeries B1, B2, and B3 produce 6, 4, and 8 cakes daily,
respectively. Cafes C1, C2, C3, and C4 consume 3, 5, 7, and 3 cakes daily, respectively.
The cost of transporting one cake from a bakery to a cafe is equal to the distance between
the two locations, measured in miles. Cakes may be cut into arbitrary pieces before
transporting. The resulting cost matrix is

C =




1 3 4 6
1 1 2 4
4 2 1 1


 .

(a) Use the north-west corner rule to find a basic feasible solution. Is this solution
degenerate? If not, find a degenerate basic feasible solution to this problem.

(b) Consider the following transportation plan:

– B1 delivers 3 cakes each to C1 and C3,

– B2 delivers 4 cakes to C2, and

– B3 delivers 1 cake to C2, 4 cakes to C3, and 3 cakes to C4.

Explain why this is a basic feasible solution. Calculate the complete transportation
tableau for this solution. Is the solution optimal? If not, perform one step of the
transportation algorithm. Is the solution optimal now?
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Paper 4, Section II
18H Optimisation

(a) Explain what is meant by a two player zero-sum game. What are pure and mixed
strategies?

(b) Let 0 < a < b < c < d, and let

A1 =

(
a b
c d

)
, A2 =

(
a b
d c

)
, and A3 =

(
a c
d b

)
.

Which of the three games with the payoff matrices given above admit optimal
strategies that are pure?

(c) Consider the payoff matrix

A =

(
1 5
7 3

)
.

Let p = [p1, p2]
T be the strategy of player 1, and let v be the value of the game.

Show that v > 0. Setting x = [p1/v, p2/v]T , show that the optimal strategy for
player 1 can be found by solving the problem

minimize eTx

subject to ATx > e

x > 0,

where e = [1, 1]T .

(d) Find the dual of the linear program in part (c). Is the dual a linear program in
standard form? Solve the dual using the simplex method and identify the optimal
strategies for both players.
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Paper 3, Section I
6B Quantum Mechanics

(a) A beam of identical, free particles, each of mass m, moves in one dimension.
There is no potential. Show that the wavefunction χ(x) = Aeikx is an energy eigenstate
for any constants A and k.

What is the energy E and the momentum p in terms of k? What can you say about
the sign of E?

(b) Write down expressions for the probability density ρ and the probability current
J in terms of the wavefunction ψ(x, t). Use the current conservation equation, i.e.

∂ρ

∂t
+
∂J

∂x
= 0

to show that, for a stationary state of fixed energy E, the probability current J is
independent of x.

(c) A beam of particles in a stationary state is incident from x → −∞ upon a
potential U(x) with U(x)→ 0 as x→ ±∞. Given the asymptotic behaviour of the form

ψ(x) =





eikx +Re−ikx , x→ −∞ ,

T eikx , x→∞ ,

show that |R|2 + |T |2 = 1. Interpret this result.

Paper 4, Section I
4B Quantum Mechanics

The radial wavefunction g(r) for the hydrogen atom satisfies the equation

− ~2

2mr2
d

dr

(
r2
d

dr
g(r)

)
− e2

4πε0r
g(r) +

l(l + 1)~2

2mr2
g(r) = Eg(r) . (†)

(a) Explain the origin of each of the terms in (†). What are the allowed values of l?

(b) For a given l, the lowest energy bound state solution of (†) takes the form rae−br.
Find a, b, and the corresponding value of E, in terms of l.

(c) A hydrogen atom makes a transition between two such states, corresponding to
l + 1 and l. What is the frequency of the photon emitted?
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Paper 1, Section II
14B Quantum Mechanics

(a) Write down the time-dependent Schrödinger equation for a harmonic oscillator
of mass m, frequency ω and coordinate x.

(b) Show that a wavefunction of the form

ψ(x, t) = N(t) exp
(
− F (t)x2 +G(t)x

)
,

where F,G and N are complex functions of time, is a solution to the Schrödinger equation,
provided that F,G,N satisfy certain conditions which you should establish.

(c) Verify that

F (t) = A tanh(a+ iωt), G(t) =

√
mω

~
sech(a+ iωt) ,

where a is a real positive constant, satisfy the conditions you established in part (b). Hence
determine the constant A. [You do not need to find the time-dependent normalization
function N(t).]

(d) By completing the square, or otherwise, show that |ψ(x, t)|2 is peaked around a
certain position x = h(t) and express h(t) in terms of F and G.

(e) Find h(t) as a function of time and describe its behaviour.

(f) Sketch |ψ(x, t)|2 for a fixed value of t. What is the value of 〈x̂〉ψ ?

[You may find the following identities useful:

cosh(α+ iβ) = coshα cosβ + i sinhα sinβ ,

sinh(α+ iβ) = sinhα cosβ + i coshα sinβ . ]
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Paper 2, Section II
15B Quantum Mechanics

A particle of mass m is confined to the region 0 6 x 6 a by a potential that is zero
inside the region and infinite outside.

(a) Find the energy eigenvalues En and the corresponding normalised energy
eigenstates χn(x).

(b) At time t = 0 the wavefunction ψ(x, t) of the particle is given by

ψ(x, 0) = f(x) ,

where f(x) is not an energy eigenstate and satisfies the boundary conditions f(0) = f(a) =
0.

(i) Express ψ(x, t) in terms of χn(x) and En.

(ii) Show that T = 2ma2/π~ is the earliest time at which ψ(a − x, T ) and ψ(x, 0)
correspond to physically equivalent states. Thus, determine ψ(x, 2T ).

Show that if ψ(x, 0) = 0 for a/2 6 x 6 a, then the probability of finding the particle
in 0 6 x 6 a/2 at t = T is zero.

(iii) For

f(x) =





2√
a

sin
2πx

a
, 0 6 x 6 a

2
,

0 ,
a

2
6 x 6 a ,

find the probability that a measurement of the energy of the particle at time t = 0
will yield a value 2π2~2/ma2.
What is the probability if, instead, the same measurement is carried out at time
t = 2T? What is the probability at t = T?

Suppose that the result of the measurement of the energy was indeed 2π2~2/ma2.
What is the probability that a subsequent measurement of energy will yield the same
result?
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Paper 4, Section II
15B Quantum Mechanics

(a) Write down the time-dependent Schrödinger equation for the wavefunction
ψ(x, t) of a particle with Hamiltonian Ĥ.

Suppose that A is an observable associated with the operator Â. Show that

i~
d〈Â〉ψ
dt

= 〈[Â, Ĥ]〉ψ + i~

〈
∂Â

∂t

〉

ψ

.

(b) Consider a particle of mass m subject to a constant gravitational field with
potential energy U(x) = mgx.

[For the rest of the question you should assume that ψ(x, t) is normalized.]

(i) Find the differential equation satisfied by the function Φ(x, t) defined by

ψ(x, t) = Φ(x, t) exp

[
− im

~
gt

(
x+

1

6
gt2
)]

.

(ii) Show that Θ(X,T ) = Φ(x, t), with X = x + 1
2gt

2 and T = t, satisfies the
free-particle Schrödinger equation

i~
∂Θ

∂T
= − ~2

2m

∂2Θ

∂X2
.

Hence, show that

d〈X̂〉Θ
dT

=
1

m
〈P̂ 〉Θ ,

d〈P̂ 〉Θ
dT

= 0 ,

where P̂ = −i~ ∂
∂X

.

(iii) Express 〈X̂〉Θ in terms of 〈x̂〉ψ. Deduce that

〈x̂〉ψ = a+ vt− 1
2gt

2 ,

for some constants a and v. Briefly comment on the physical significance of
this result.
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Paper 1, Section I
6H Statistics

State the Rao-Blackwell theorem.

Suppose X1, X2, . . . , Xn are i.i.d. Geometric(p) random variables; i.e., X1 is distrib-
uted as the number of failures before the first success in a sequence of i.i.d. Bernoulli trials
with probability of success p.

Let θ = p − p2, and consider the estimator θ̂ = 1{X1=1}. Find an estimator for θ
which is a function of the statistic T =

∑n
i=1Xi and which has variance strictly smaller

than that of θ̂. [Hint: Observe that T is a sufficient statistic for p.]

Paper 2, Section I
6H Statistics

Suppose that X1, X2, . . . , Xn are i.i.d. random variables with probability density
function

fθ(x) =
1

2
+

1{x<θ}
2θ

for x ∈ [0, 1],

with parameter θ ∈ (0, 1).

(a) Write down the likelihood function, and show that the maximum likelihood
estimator coincides with one of the samples.

(b) Consider the estimator θ̃ = 4X − 1 where X = n−1
∑n

i=1Xi. Is θ̃ unbiased?
Construct an asymptotic (1− α)-confidence interval for θ around this estimator.
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Paper 1, Section II
18H Statistics

A clinical study follows n patients being treated for a disease for T months. Suppose
we observe X1, . . . , Xn, where Xi = t if patient i recovers at month t, and Xi = T + 1 if
the patient does not recover at any point in the observation period. For t = 1, . . . , T , the
parameter qt ∈ [0, 1] is the probability that a patient recovers at month t, given that they
have not already recovered.

We select a prior distribution which makes the parameters q1, . . . , qT i.i.d. and
distributed as Beta(T, 1).

(a) Write down the likelihood function. Compute the posterior distribution of
(q1, . . . , qT ).

(b) The parameter γ is the probability that a patient recovers at or before month
M . Write down γ in terms of q1, . . . , qT . Compute the Bayes estimator for γ under the
quadratic loss.

(c) Suppose we wish to estimate γ, but our loss function is asymmetric; i.e., we
prefer to underestimate rather than overestimate the parameter. In particular, the loss
function is given by

L(δ, γ) =

{
2|γ − δ| if δ > γ

|γ − δ| if δ < γ.

Find an expression for the Bayes estimator of γ under this loss function, in terms of the
posterior distribution function F of γ. [You need not derive F .]
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Paper 3, Section II
18H Statistics

Consider a linear model Y = Xβ + ε, where X ∈ Rn×p is a fixed design matrix
of rank p < n/2, β ∈ Rp, and ε ∼ N(0, σ2Σ0), for some known positive definite matrix
Σ0 ∈ Rn×n and an unknown scalar σ2 > 0.

(a) Derive the maximum likelihood estimators (β̂, σ̂2) for the parameters (β, σ2).

(b) Find the distribution of β̂.

(c) Prove that β̂ is the Best Linear Unbiased Estimator for β.

Now, suppose that ε ∼ N(0,Σ) where Σ ∈ Rn×n is a diagonal matrix with

Σii =

{
σ21 if i 6 n/2 ,

σ22 if i > n/2 ,

and where σ21 and σ22 are unknown parameters and n is even.

(d) Describe a test of size α for the null hypothesis H0 : σ21 = σ22 against the
alternative H1 : σ21 < σ22, using the test statistic

T =
‖Y1 −X1(X

T
1 X1)

−1XT
1 Y1‖2

‖Y2 −X2(XT
2 X2)−1XT

2 Y2‖2

where,

Y =

(
Y1
Y2

)
and X =

(
X1

X2

)
,

with Y1, Y2 ∈ Rn/2 and X1, X2 ∈ Rn/2×p. [You must specify the null distribution of T and
the critical region, and you may quote any result from the lectures that you need without
proof.]
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Paper 4, Section II
17H Statistics

Suppose X1, X2, . . . , Xn are i.i.d. observations from a zero-inflated Poisson distri-
bution with parameters π ∈ [0, 1] and λ > 0, which has probability mass function

fπ,λ(x) =

{
π + (1− π)e−λ if x = 0,

(1− π)λ
xe−λ
x! if x = 1, 2, . . . .

Let n0 =
∑n

i=1 1{Xi=0} and S =
∑n

i=1Xi.

(a) What is meant by sufficient statistic and minimal sufficient statistic? Show that
T = (n0, S) is a sufficient statistic. Is it minimal sufficient?

(b) Suppose the parameter λ is known to be equal to some value λ0. We wish to
test the null hypothesis H0 : π = 0 against the alternative H1 : π = 1/2. Suppose there
exists a likelihood ratio test of size α for H0 against H1. Specify the test statistic and the
critical region. Is this test uniformly most powerful for the alternative H1 : π > 0?

(c) Now suppose that both π and λ are unknown. We wish to test the null hypothesis
H0 : π = 1/2 against the alternative H1 : π ∈ [0, 1]. State the asymptotic null distribution
of the generalised likelihood ratio statistic:

W = 2 log
maxλ>0,π∈[0,1] L(λ, π;X)

maxλ>0 L(λ, 1/2;X)
,

where L(λ, π;X) is the likelihood function. Describe a test of size α using this statistic.

[You may quote any result from the lectures that you need without proof.]
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Paper 1, Section I
4D Variational Principles

Write down the Euler-Lagrange equation for the functional

I[y] =

∫ π/2

0

[
y′ 2 − y2 − 2y sin(x)

]
dx .

Solve it subject to the boundary conditions y′(0) = y′(π/2) = 0.

Paper 3, Section I
4D Variational Principles

Explain the method of Lagrange multipliers for finding the stationary values of a
function F (x, y, z) subject to the constraint G(x, y, z) = 0.

Use the method of Lagrange multipliers to find the minimum of x2 +y2 +z2 subject
to the constraint z − xy = 1.

Find the maximum of z − xy subject to the constraint x2 + y2 + z2 = 1.
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Paper 2, Section II
13D Variational Principles

(a) A functional I[z] of z(x) is given by

I[z] =

∫ b

a
f(z, z′;x) dx

where z′ = dz/dx. State the Euler-Lagrange equation that governs the extrema of I.

If f does not depend explicitly on x, construct a non-constant quantity that, when
evaluated on the extrema of I, does not depend on x.

Explain how to determine the extrema of I subject to the further functional
constraint that J [z] is constant.

(b) A heavy, uniform rope of fixed length L is suspended between two points
(x1, z1) = (−a, 0) and (x2, z2) = (+a, 0) with L > 2a. In a gravitational potential Φ(z),
the potential energy is given by

V [z] = ρ

∫ a

−a
Φ(z)

√
1 + z′ 2 dx .

where ρ is the mass per unit length.

(i) Show that, in a gravitational potential Φ(z) = gz, the shape adopted by the rope
is

z − z0 = −B cosh
( x
B

)

where z0 and B are two constants. Find implicit expressions for z0 and B in terms of a
and L.

(ii) What is the gravitational potential Φ(z) if, for L = πa, the rope hangs in a
semi-circle?
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Paper 4, Section II
13D Variational Principles

(a) Derive the Euler-Lagrange equation for the functional

∫ b

a
f(y, y′, y′′;x) dx ,

where prime denotes differentiation with respect to x, and both y and y′ are specified at
x = a, b.

(b) If f does not depend explicitly on x show that, when evaluated on the extremum,

f −
[
∂f

∂y′
− d

dx

(
∂f

∂y′′

)]
y′ − ∂f

∂y′′
y′′ = constant .

(c) Find y(x) that extremises the integral

∫ π/2

0

(
−1

2
y′′ 2 + y′ 2 − 1

2
y2
)
dx

subject to y(0) = y′(0) = 0 and y(π/2) = π/2 and y′(π/2) = 1.

END OF PAPER
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