
IB CATAM -- Intro Project Lecture

Rob Jack, rlj22@cam.ac.uk 

things you already did / already know

You will need to hand in two CATAM core projects in Jan  
   ... and two additional projects in May

You are competent with programming by now 
  (you can choose which language, MATLAB is an option)

You have attempted the Introductory Project 
   Ideally you have written a report on it, as practice

You will need to hand in your code and your report. 
   Within the report, printouts of the code are included at the end

[ the assessor will usually not look at the code, unless they  
  suspect something strange is going on ]

things you already know about the report

40% of marks for programming, 50% "for mathematics"

if you attempted the intro project you will know :

even if the programming is easy, writing it up takes time

you have to think about "what the question is really asking"

these are intentional... 

Today : mostly comments about "what to write about" 

(note, perfect programs will only get you 8 out of 20)

resources

https://www.maths.cam.ac.uk/undergrad/catam/IB/

. Assessor's model answer

. Student's example write-up

both of these have comments about mark scheme etc

they are different in style (perhaps not surprising), 
  but they are both excellent as reports

we will discuss some aspects of "the maths" and "the writing", 
  to illustrate general principles



writing style and explanations
Writing about mathematics is not easy !

If you are asked to "explain" or "discuss" then there would be  
many possible things to say, you have to make choices

You have read enough maths to judge what is a "good explanation", 
  eg think about the lecture notes / books / blogs that you like to read, 
    and what makes them readable

A few guidelines : 

  ask yourself if your explanation would make sense to a typical  
  IB student

  don't be afraid to "state the obvious"

  read back what you wrote and edit, then read and edit again,  
    then put it aside for 3 days before reading again, etc...

format

The following slides contain a mixture of 

    quotes from model answer + student answer

    parenthetical notes from me, mostly in [square brackets]

    general comments on Computational Projects

Q1

0.1 Root Finding in One Dimension

Divya Karthikeyan

Question 1

To show graphically that equation 2x� 3 sin(x) + 5 = 0 has exactly one root, plot y = 2x� 3 sin(x) + 5
and y = 0 and show that these two lines have only one point of intersection. I will plot the graph in the
range x 2 [�5, 0]. This is because, for x < �5, 2x + 5 < 3 sin(x), so y = 2x � 3 sin(x) + 5 < 0 and for
x > 0, |3 sin(x)| < 2x+ 5, so y = 2x� 3 sin(x) + 5 > 0.

Thus y < 0 for x < �5, and y > 0 for x > 0, so no root can lie outside the range [-5,0].

>> x=linspace(-5,0,1000);
y=2*x-3*sin(x)+5;
>> plot(x,y,’b’,x,0,’g’)
>> xlabel(’x’); ylabel(’y’);legend(’2x-3sin(x)+5’,’0’);
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Figure 1: A graph displaying the intersection of y = 2x� 3 sin(x) + 5 and y = 0

From the graph, the function intersects the x-axis only once in this range, outside which we have deter-
mined there are no further points of intersection. Thus 2x� 3 sin(x) + 5 = 0 has only one root.

Binary Search

Programming Task

The program to solve 2x� 3 sin(x) + 5 = 0 by binary search is show on page 12, labelled

q2_binarysearch(xlow,xhigh)

This program requires only the input of xlow and xhigh with termination of the iteration as soon as the
trunction error is guaranteed to be less than ✏ = 0.5 x 10�5; the program also prints out the number of
iterations, N , as well as an estimate of the root.

Testing for functionality of the program:

(i) Initial interval [-3,-2]

1

+1T for reasoning

+0.5C for graph

Assessor comments in Red

This was written by a Part IB student and shows what is expected of a good project write-up.  
There is room for improvement, but the project would probably receive full marks.

[student answer]

0.1 Root Finding in One Dimension

Divya Karthikeyan

Question 1

To show graphically that equation 2x� 3 sin(x) + 5 = 0 has exactly one root, plot y = 2x� 3 sin(x) + 5
and y = 0 and show that these two lines have only one point of intersection. I will plot the graph in the
range x 2 [�5, 0]. This is because, for x < �5, 2x + 5 < 3 sin(x), so y = 2x � 3 sin(x) + 5 < 0 and for
x > 0, |3 sin(x)| < 2x+ 5, so y = 2x� 3 sin(x) + 5 > 0.

Thus y < 0 for x < �5, and y > 0 for x > 0, so no root can lie outside the range [-5,0].

>> x=linspace(-5,0,1000);
y=2*x-3*sin(x)+5;
>> plot(x,y,’b’,x,0,’g’)
>> xlabel(’x’); ylabel(’y’);legend(’2x-3sin(x)+5’,’0’);
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Figure 1: A graph displaying the intersection of y = 2x� 3 sin(x) + 5 and y = 0

From the graph, the function intersects the x-axis only once in this range, outside which we have deter-
mined there are no further points of intersection. Thus 2x� 3 sin(x) + 5 = 0 has only one root.

Binary Search

Programming Task

The program to solve 2x� 3 sin(x) + 5 = 0 by binary search is show on page 12, labelled

q2_binarysearch(xlow,xhigh)

This program requires only the input of xlow and xhigh with termination of the iteration as soon as the
trunction error is guaranteed to be less than ✏ = 0.5 x 10�5; the program also prints out the number of
iterations, N , as well as an estimate of the root.

Testing for functionality of the program:

(i) Initial interval [-3,-2]

1

+1T for reasoning

+0.5C for graph

Assessor comments in Red

This was written by a Part IB student and shows what is expected of a good project write-up.  
There is room for improvement, but the project would probably receive full marks.
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Show graphically that 2x� 3 sinx+ 5 has exactly one root

0.5 mark for programming

1 mark for "maths" explanation  
eg, why do we only plot this  
  range

[ marking is out of 20, 
  then it gets scaled ]

Q2 Binary search 

0.1 Root Finding in One Dimension

Question 1

Comments

Use titles,
etc. to
di↵erentiate
parts of your
answers.

Remember
to append
printouts of
your
programs.

Figures can
be included
in-line,
overleaf on a
separate
page, or
clumped at
the end of
your project
(but in the
latter case
you must
include a
page
reference).

Black and
white figures
are fine.

In order to find the roots of 2x+ 5� 3 sinx = 0, it is su�cient to plot the range [�4,�1] because

(i) 2x+ 5 < �3 6 �|3 sinx| for x < �4,

(ii) 2x+ 5 > 3 > |3 sinx| for x > �1.

Hence there can be no root outside the range [�4,�1]. See figure 1 for plots of 2x+ 5 and

3 sinx in the range [�4,�1]; the program can be found on page 10.Marking
Scheme

+ 1
2 pro-

gramming
mark for

program and
graph.
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Figure 1: Plot of 2x+ 5 and 3 sinx.

Moreover, there can be no root in �4 < x < �⇡ or �5/2 < x < �1 since 2x+ 5 and 3 sinx have+1 theory
mark for
choice of

bounds and
other

reasoning.

opposite signs in these ranges. That leaves the interval [�⇡,�5/2] where 2x+ 5 is increasing

from negative to zero and 3 sinx is decreasing from zero to negative, giving exactly one inter-

section. We conclude that there is only one root of 2x+ 5� 3 sinx = 0 and that it is in the

interval [�⇡,�5/2].

Make it
obvious that
you have
done the
multiple runs
requested.

Binary Search: Programming Task

A program using binary search to solve 2x+ 5� 3 sinx = 0 is listed on page 11. Results for a+1 1
2 pro-

gramming
marks for

program and
output.

Table 1: Binary search results

Initial Interval Number of Iterations Final Iterate Bound on Truncation Error

[�3.0,�2.0] 18 x18 = �2.8832359 . . . ±0.0000038 . . .

[�⇡,�5/2] 17 x17 = �2.8832414 . . . ±0.0000049 . . .

[�5⇡/4,�3⇡/4] 19 x19 = �2.8832397 . . . ±0.0000030 . . .

representative number of runs are listed in table 1.
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[model answer]

[1.5 programming marks]

Ordinarily, the assessor will not "read the program"
Hence, the report must have a clear record (with evidence) of what you did

The assignment specifically requests output for several initial values,  
so it is not enough to say (eg): 
"I checked several initial intervals and obtained consistent results" 
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Fixed point iteration

xN+1 = f(xN ), f(x) =
3 sinx+ kx� 5

2 + k
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Does the resulting sequence converge to the root of 2x� 3 sinx+ 5 ?

graph from  
model answer. 
  1 programming  
   mark

−4.5 −4 −3.5 −3 −2.5 −2 −1.5 −1
−4.5

−4

−3.5

−3

−2.5

−2

−1.5

−1

x

f(
x)

 

 

x

(3*sin(x)−2)/2

Figure 2: The first few iterations based on (1) with k = 0 and x0 = �2.

Convergence. From the mean-value theorem we know that if a function f is continuous on

the closed interval [a, b], and di↵erentiable on the open interval (a, b), there exists some

⇠ 2 (a, b) such that+1 theory
mark for

explaining
convergence

and
identifying

k > 1
2 .

f(b)� f(a) = f
0
(⇠)(b� a) .

It follows that

xN � x⇤ = f(xN�1)� f(x⇤) = f
0
(⇠)(xN�1 � x⇤) ,

for some ⇠ in (xN�1, x⇤). Hence if |f 0
(⇠)| < 1 for all ⇠ 2 [�⇡,�⇡/2], and if xN�1 is in this

interval, then, since f is continuous and the interval closed, it follows that the iteration

is a contraction mapping, the iterates will remain in this interval, and the iteration will

converge. Further,

|f 0
(⇠)| =

����
(3 cos ⇠ + k)

(2 + k)

���� < 1 for all ⇠ 2 [�⇡,�⇡/2] if k >
1
2 .

Thus convergence is guaranteed if x0 2 [�⇡,�⇡/2] and k >
1
2 .

Monotonic/oscillatory convergence. Calculations also show that f
0
(x⇤) changes sign from+ 1

2 theory
mark for

explanation
of type of

convergence.

negative to positive as k increases through kc ⇡ 2.9. Given a su�ciently good initial guess,

x0, iterations using a value of k slightly greater/less than kc should therefore yield rapid

monotonic/oscillatory convergence since f
0
(x⇤) will be small and positive/negative. This

is illustrated in tables 2 and 3.

Table 2: Iterates with k = 3.5 and x0 = �2.

N xN ✏N ✏N/✏N�1 f
0
(xN )

0 -2.0000000 8.832369e-01

1 -2.6777986 2.054383e-01 0.2325970 0.1485300

2 -2.8571507 2.608618e-02 0.1269782 0.1128263

3 -2.8803442 2.892679e-03 0.1108894 0.1094173

4 -2.8829210 3.159219e-04 0.1092143 0.1090560

5 -2.8832024 3.444623e-05 0.1090340 0.1090168

6 -2.8832331 3.755134e-06 0.1090144 0.1090125

7 -2.8832365 4.093556e-07 0.1090122 0.1090120
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(3 sin(x) - 5)/2

(does not converge
 for these parameters)

Q3
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[ eN = xN � x⇤ ]

<latexit sha1_base64="tbP1Z2VbMAWjWmhgV7uODl2l0lE=">AAACMnicbVA9TxtBEN0zJBDnyyFlmhF2pFTWnRUlFBSWaKBBRIrBku9k7e2N7ZX3dk+7cziWxW+i4ZcgUUARhNLmR2Q5XATMSCM9vXmjmffSQklHYXgd1NbWX7zc2HxVf/3m7bv3jQ9bx86UVmBPGGVsP+UOldTYI0kK+4VFnqcKT9Lp3v385BStk0b/pHmBSc7HWo6k4OSpYeMg1kbqDDXBANBaYx2MrZmB1FBJqcywHscwm6CG1q/hYQukA6GMQyADNEGwxhAkw0YzbIdVwSqIlqDJlnU0bFzGmRFl7m8LxZ0bRGFByYJbkkLhWT0uHRZcTPkYBx5qnqNLFpXlM/jsmQxGxvr2v1fs/xsLnjs3z1OvzDlN3NPZPfncbFDSaCdZSF2UhFo8HBqVqvLq84NMWhSk5h5wYaX/FcSEWy7Ip1z3IURPLa+C4047+tb++qPT7O4u49hkn9g2+8Ii9p112T47Yj0m2Dm7Yr/ZbXAR3AR3wZ8HaS1Y7nxkjyr4+w/iu6lF</latexit>

[ errors grow in magnitude
when xN is close to the root ]
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[ Taylor ]

<latexit sha1_base64="U8wqYkbxx38y8ZUav+DW25flQI8=">AAACFXicbVDLSgMxFM34tr6qLt0Ei+BCyoyIunBREMGlgq2FcSiZ9E4bmkmG5I44lP6EG3/FjQtF3Aru/BvTx8LXgcDhnHu4uSfOpLDo+5/e1PTM7Nz8wmJpaXllda28vtGwOjcc6lxLbZoxsyCFgjoKlNDMDLA0lnAd906H/vUtGCu0usIigyhlHSUSwRk6qVXeO7vLJBOKYhdoSCXjPaoTyrVyqQ4oDjSicUFv2hptq1zxq/4I9C8JJqRCJrholT9cjucpKOSSWRsGfoZRnxkUXMKgdJNbyNxK1oHQUcVSsFF/dNWA7jilTRNt3FNIR+r3RJ+l1hZp7CZThl372xuK/3lhjslx1Bcqy9EdOF6U5JKipsOKaFsY4CgLRxg3wv2V8i4zjKMrsuRKCH6f/Jc09qvBYfXgcr9SO5nUsUC2yDbZJQE5IjVyTi5InXByTx7JM3nxHrwn79V7G49OeZPMJvkB7/0LDemeHg==</latexit>

Explain the [ lack of convergence ] by . . .

xN+1 = f(xN ) = f(x⇤) + (xN � x⇤)f
0(x⇤) + ...

⇡ x⇤ + (xN � x⇤)f
0(x⇤)

Recall that the truncation error in the N th iterate is eN .

) eN+1 ⇡ eNf 0(x⇤)

Thus the iteration will diverge if |f 0(x⇤)| = |3 cos(x⇤)|
2 > 1, which is the case for root x⇤ = �2.8832...

Thus convergence does not occur.

(ii) Recall that the truncation error in the N th iterate is eN = xN � x⇤.

eN+1 = xN+1 � x⇤

= f(xN )� f(x⇤)

= f 0(c)(xN � x⇤) by the Mean Value Theorem for some c 2 (xN , x⇤)

= f 0(c)eN

Thus the error reduces, and hence the scheme converges, if |f 0(x)| < 1 8 x 2 (�⇡,�⇡
2 ).

For f(x) = 3 sin(x)+kx�5
2+k , f 0(x) = 3 cos(x)+k

2+k ,

And for xN 2 (�⇡,�⇡
2 ),�1 < cos(xN ) < 0,

) �3+k
2+k < f 0(x) < k

2+k

So for convergence we require:

(i)� 1 <
�3 + k

2 + k
< 1 ) k >

1

2

and

(ii)� 1 <
k

2 + k
< 1 ) k > �1

Thus convergence is guaranteed for k > 1
2 .

(iii) The error reduces monotonically, and hence the scheme converges monotonically, if 0  f 0(x) <
18 x 2 (a, b). Similarly, the error reduces, and hence the scheme converges, in an oscillatory manner if
�1 < f 0(x) < 0 8 x 2 (a, b).

Monotonic convergence requires 0 < f 0(x) < 1 for all x around the root. If xN remains in the range
(�⇡,�⇡

2 ), for monotonic convergence, we require:

(i)0 <
�3 + k

2 + k
< 1 ) k > 3

and

(ii)0 <
k

2 + k
 1 ) k > 0

Thus monotonic convergence should occur near the root for k > 3.

Choose k=4, such that f(x) = 3 sin(x)+4x�5
6 . Verifying that k=4 gives expected monotonic convergence

with Nmax=20:

>> f=inline(’(3*sin(x) + 4*x - 5)/6’);

4

+1T for explanation
of divergence

+1T for convergence 
conditions
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Thus the iteration will diverge if |f 0(x⇤)| = |3 cos(x⇤)|
2 > 1, which is the case for root x⇤ = �2.8832...
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eN+1 = xN+1 � x⇤

= f(xN )� f(x⇤)

= f 0(c)(xN � x⇤) by the Mean Value Theorem for some c 2 (xN , x⇤)

= f 0(c)eN

Thus the error reduces, and hence the scheme converges, if |f 0(x)| < 1 8 x 2 (�⇡,�⇡
2 ).

For f(x) = 3 sin(x)+kx�5
2+k , f 0(x) = 3 cos(x)+k

2+k ,

And for xN 2 (�⇡,�⇡
2 ),�1 < cos(xN ) < 0,
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So for convergence we require:

(i)� 1 <
�3 + k

2 + k
< 1 ) k >

1

2

and

(ii)� 1 <
k

2 + k
< 1 ) k > �1

Thus convergence is guaranteed for k > 1
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(iii) The error reduces monotonically, and hence the scheme converges monotonically, if 0  f 0(x) <
18 x 2 (a, b). Similarly, the error reduces, and hence the scheme converges, in an oscillatory manner if
�1 < f 0(x) < 0 8 x 2 (a, b).
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2 ), for monotonic convergence, we require:

(i)0 <
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2 + k
< 1 ) k > 3

and

(ii)0 <
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2 + k
 1 ) k > 0

Thus monotonic convergence should occur near the root for k > 3.

Choose k=4, such that f(x) = 3 sin(x)+4x�5
6 . Verifying that k=4 gives expected monotonic convergence

with Nmax=20:

>> f=inline(’(3*sin(x) + 4*x - 5)/6’);

4

+1T for explanation
of divergence

+1T for convergence 
conditions

[student answer]

1 "maths" mark for this explanation

A "rigorous proof" might need more detail and precision, not required  
here (you could additionally cite a textbook for a more rigorous  
argument or a general theorem).

Question 3 Use the program to solve (4) by fixed-point iteration by taking

h(F ) =
F

2 + k
(7a)

in (6), so that

f(x) =
3 sinx+ kx� 5

2 + k
, (7b)

for some constant k.

(i) First run the program with k = 0, ✏ = 10
�5

, x0 = �2, Nmax = 10. Plot y = f(x)
and y = x on the same graph, and use these plots to show why convergence should

not occur. Explain the divergence by identifying a theoretical criterion that has been

violated.
4

(ii) Determine the values of k for which convergence is guaranteed if xN remains in the

range (�⇡,�⇡/2).

(iii) Choose, giving reasons, a value of k for which monotonic convergence should occur

near the root, and also a value for which oscillatory convergence should occur near

the root. Verify that these two values of k give the expected behaviour, by running

the program with Nmax = 20.

(iv) Also run the case k = 16. This should converge only slowly, so set Nmax = 50.

Discuss whether the truncation error is expected to be less than 10
�5

in this case?

(v) Discuss whether your results are consistent with first-order convergence.

Question 4 Now use your program to find the double root of equation (5a) by fixed-

point iteration by taking

h(F ) =
1
20 F , (8a)

in (6), so that

f(x) = 1
20(�x3 + 8.5x2 + 8) . (8b)

By considering f 0
(x⇤) explain why convergence will be slow at a multiple root for any

choice of di↵erentiable function h in (6).

In your calculations some care may be needed over the choice of x0. Also,

(a) since convergence will be slow, take Nmax = 1000;

(b) suppress the printing of each iterate, but print out the final values of N and xN .

Is this an example of first-order convergence? Does the termination criterion ensure a

truncation error of less than 10
�5

?

Note: it can be shown that the truncation error ✏N is asymptotic to 40/(7N) as N ! 1.

Newton-Raphson Iteration

A refinement of (6) is to let h depend on the derivatives of F , i.e.

f(x) = x� h(F, F 0, F 00, . . .) . (9a)

In Newton-Raphson iteration

h =
F

F 0 . (9b)

4
The references at the end may prove helpful.
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Q3

It says "discuss" so it is not sufficient to simply answer "no" !

21 -2.8819244 0.7277918
22 -2.8822816 0.7277811
23 -2.8825417 0.7277733
24 -2.8827309 0.7277675
25 -2.8828687 0.7277631
26 -2.8829689 0.7277596
27 -2.8830419 0.7277568
28 -2.8830949 0.7277542
29 -2.8831336 0.7277518
30 -2.8831617 0.7277491
31 -2.8831822 0.7277460
32 -2.8831971 0.7277421
33 -2.8832079 0.7277370
34 -2.8832158 0.7277302

Now

xN = f(xN�1) = f(x⇤) + (xN�1 � x⇤)f
0(x⇤) + ...

⇡ x⇤ + (xN�1 � x⇤)f
0(x⇤)

Thus

xN � xN�1 ⇡ (x⇤ � xN�1) + (xN�1 � x⇤)f
0(x⇤)

= (xN�1 � x⇤)(f
0(x⇤)� 1)

⇡ (f 0(x⇤)� 1){xN � x⇤
f 0(x⇤)

}

) (xN � x⇤) ⇡ (xN � xN�1){
f 0(x⇤)

f 0(x⇤)� 1
}

Since |xN � xN�1| < ✏ when iteration is terminated, |xN � x⇤| is greater than ✏ = 10�5 by a factor of
approx

|f 0(x⇤)|
|f 0(x⇤)� 1|

For k=16, f 0(x) = 3 cos(x)+16
18 , so for x⇤ ⇡ �2.88323687,

|f 0(x⇤)|
|f 0(x⇤)� 1| ⇡ 2.6731...

Thus for the case k=16, the truncation error is expected to be greater than 10�5.

(v) If the truncation error in the N th iterate is eN = xN � x⇤, the method is said to have pth order
convergence if:

|eN�1| < ⌘ ) |eN |  C|eN�1|p

Thus this method has first-order convergence if |eN |/[eN�1| tends to some constant, C < 1. The final
column displaying |eN |/[eN�1| in the tables for k=4 and k = 3

2 are consistent with this condition for
first-order convergence, with C ⇡ 0.4 for k = 4 and C ⇡ 0.727 for k = 3

2 .

Question 4

The modified program to find the double root of equation (5a) by fixed-point iteration by taking

h(F ) =
F

20

7

+1T for discussion
of truncation error
in case of slow
convergence

+0.5T for order of
convergence

[ from student answer, here is part of a "maths" explanation (1 mark): ] 

21 -2.8819244 0.7277918
22 -2.8822816 0.7277811
23 -2.8825417 0.7277733
24 -2.8827309 0.7277675
25 -2.8828687 0.7277631
26 -2.8829689 0.7277596
27 -2.8830419 0.7277568
28 -2.8830949 0.7277542
29 -2.8831336 0.7277518
30 -2.8831617 0.7277491
31 -2.8831822 0.7277460
32 -2.8831971 0.7277421
33 -2.8832079 0.7277370
34 -2.8832158 0.7277302

Now

xN = f(xN�1) = f(x⇤) + (xN�1 � x⇤)f
0(x⇤) + ...

⇡ x⇤ + (xN�1 � x⇤)f
0(x⇤)

Thus

xN � xN�1 ⇡ (x⇤ � xN�1) + (xN�1 � x⇤)f
0(x⇤)

= (xN�1 � x⇤)(f
0(x⇤)� 1)

⇡ (f 0(x⇤)� 1){xN � x⇤
f 0(x⇤)

}

) (xN � x⇤) ⇡ (xN � xN�1){
f 0(x⇤)

f 0(x⇤)� 1
}

Since |xN � xN�1| < ✏ when iteration is terminated, |xN � x⇤| is greater than ✏ = 10�5 by a factor of
approx

|f 0(x⇤)|
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For k=16, f 0(x) = 3 cos(x)+16
18 , so for x⇤ ⇡ �2.88323687,

|f 0(x⇤)|
|f 0(x⇤)� 1| ⇡ 2.6731...

Thus for the case k=16, the truncation error is expected to be greater than 10�5.

(v) If the truncation error in the N th iterate is eN = xN � x⇤, the method is said to have pth order
convergence if:

|eN�1| < ⌘ ) |eN |  C|eN�1|p

Thus this method has first-order convergence if |eN |/[eN�1| tends to some constant, C < 1. The final
column displaying |eN |/[eN�1| in the tables for k=4 and k = 3

2 are consistent with this condition for
first-order convergence, with C ⇡ 0.4 for k = 4 and C ⇡ 0.727 for k = 3

2 .

Question 4

The modified program to find the double root of equation (5a) by fixed-point iteration by taking

h(F ) =
F

20

7

+1T for discussion
of truncation error
in case of slow
convergence

+0.5T for order of
convergence

<latexit sha1_base64="cSxUXYyVugT5pLGqZayoSDYOkWc=">AAACYnicbZFPb9QwEMWdQKEEaLf0CAeLXURBZZVUqHDgUKmXnlCR2LbSOoocZ7K16n/YDuoqyZfkxqmXfpB6t4sELSNZenpvRh7/XBrBnU/T31H84OHao8frT5Knz55vbA62Xpw43VgGE6aFtmcldSC4gonnXsCZsUBlKeC0vDhc5Kc/wTqu1Xc/N5BLOlO85oz6YBWDOTHUlvqy3Weyb4nSXFWgfDI9AsVgF1OPndfGcDXDJoSekGQ06qD42hEBzjkuSW0pawkYx4VWuKvf7lwW7991fftHfsi6HifkR0MrTEo+y0ejpC8Gw3ScLgvfF9lKDNGqjovBL1Jp1siwHhPUuWmWGp+31HrOBPQJaRwYyi7oDKZBKirB5e0SUY/fBKfCtbbhKI+X7t8TLZXOzWUZOiX15+5utjD/l00bX3/OW65M4wOx24vqRmCv8YI3rrgF5sU8CMosD7tidk4DMR9+JQkQsrtPvi9O9sbZ/vjjt73hwZcVjnX0Er1GOyhDn9ABOkLHaIIYuorWoo1oM7qOk3gr3r5tjaPVzDb6p+JXN4YftbU=</latexit>

[Hence, at stopping point

|eN | . ✏|f 0
(x⇤)|

|f 0(x⇤)� 1|
⇤

<latexit sha1_base64="7kW7ZUHOnrUIsKWYPaHO3k506rU=">AAACKXicbVDLSgMxFM34rOOr6tJNsApuLDNF1IWLghtXUsGq0Cklk8nYYB5Dckcsw/yOG3/FjYKibv0R09qFrwOBwzn3cnJPnAluIQjevInJqemZ2cqcP7+wuLRcXVk9tzo3lLWpFtpcxsQywRVrAwfBLjPDiIwFu4ivj4b+xQ0zlmt1BoOMdSW5UjzllICTetVmlBET69tij8qyiJTmKmEK/I7NYzCEAt687RUnO2G5iVOjJY4iHGvoY8sTZrt+2avWgnowAv5LwjGpoTFavepTlGiaS5dCBbG2EwYZdAtigFPBSj/KLcsIvSZXrOOoItLlFKNLS7zllASn2rinAI/U7xsFkdYOZOwmJYG+/e0Nxf+8Tg7pQbfgKsuBKfoVlOYCg8bD2nDCDaMgBo4Qarj7K6Z9MizIleu7EsLfJ/8l5416uFffPW3UmofjOipoHW2gbRSifdREx6iF2oiiO/SAntGLd+89eq/e+9fohDfeWUM/4H18AkQOpo0=</latexit>

[subtract xN�1 from
both sides]

<latexit sha1_base64="P2ctho3tCkl8TauGIBCXx69uFC4=">AAACoXicbVFNb9NAEF2brxK+UjgioRExEgcS2RUUDkWqBAc4EAVE2kqOsdabcbzqetfsrkkjN/+L38GNf8PaCQha5vTmvZl9M7NZJbixYfjT869cvXb9xs7N3q3bd+7e6+/ePzKq1gynTAmlTzJqUHCJU8utwJNKIy0zgcfZ6ZtWP/6G2nAlP9tVhUlJF5LnnFHrqLT/fSYVl3OUFmJYIhirKuAWtdPlApYFSgjOz9IxDOEsbcbDaH0OBzDDynChZABLbgsIfuevo/BLM3yxDp6BLRC+1mhaH+CmfcpRuuM1mlp0Bq1eUoug8o2ilIWCGqASUGulQaAxTnL5H5dgBEnaH4SjsAu4DKItGJBtTNL+j9lcsbp0qzJBjYmjsLJJQ7XlTOC6N6sNVpSd0gXGDkpaokma7sJreOKYOeRunFy5U3Xs3x0NLY1ZlZmrdNsU5qLWkv/T4trmr5KGy6q2KNnGKK8FWAXtd8Gca2RWrBygTHM3K7CCasrcF5meO0J0ceXL4GhvFO2Pnn/cGxwebM+xQx6Sx+QpichLckjekQmZEuY98t56H7yxP/Df+xP/06bU97Y9D8g/4ce/AADey9E=</latexit>

[ we stop iterating when |xN �xN�1| < ✏ with ✏ = 10�5, the question is whether
the resulting estimate of the root has an error less than ✏. ]

Q3

Question 3 Use the program to solve (4) by fixed-point iteration by taking

h(F ) =
F

2 + k
(7a)

in (6), so that

f(x) =
3 sinx+ kx� 5

2 + k
, (7b)

for some constant k.

(i) First run the program with k = 0, ✏ = 10
�5

, x0 = �2, Nmax = 10. Plot y = f(x)
and y = x on the same graph, and use these plots to show why convergence should

not occur. Explain the divergence by identifying a theoretical criterion that has been

violated.
4

(ii) Determine the values of k for which convergence is guaranteed if xN remains in the

range (�⇡,�⇡/2).

(iii) Choose, giving reasons, a value of k for which monotonic convergence should occur

near the root, and also a value for which oscillatory convergence should occur near

the root. Verify that these two values of k give the expected behaviour, by running

the program with Nmax = 20.

(iv) Also run the case k = 16. This should converge only slowly, so set Nmax = 50.

Discuss whether the truncation error is expected to be less than 10
�5

in this case?

(v) Discuss whether your results are consistent with first-order convergence.

Question 4 Now use your program to find the double root of equation (5a) by fixed-

point iteration by taking

h(F ) =
1
20 F , (8a)

in (6), so that

f(x) = 1
20(�x3 + 8.5x2 + 8) . (8b)

By considering f 0
(x⇤) explain why convergence will be slow at a multiple root for any

choice of di↵erentiable function h in (6).

In your calculations some care may be needed over the choice of x0. Also,

(a) since convergence will be slow, take Nmax = 1000;

(b) suppress the printing of each iterate, but print out the final values of N and xN .

Is this an example of first-order convergence? Does the termination criterion ensure a

truncation error of less than 10
�5

?

Note: it can be shown that the truncation error ✏N is asymptotic to 40/(7N) as N ! 1.

Newton-Raphson Iteration

A refinement of (6) is to let h depend on the derivatives of F , i.e.

f(x) = x� h(F, F 0, F 00, . . .) . (9a)

In Newton-Raphson iteration

h =
F

F 0 . (9b)

4
The references at the end may prove helpful.
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Data (left) and theory (right) are both consistent with 1st order convergence

Even more : the theory predicts (correctly) the limit of the sequence in the  
right column (this was not checked in the student report but it is in the model  
answer, also other nice observations, worthy of "excellence marks") 

21 -2.8819244 0.7277918
22 -2.8822816 0.7277811
23 -2.8825417 0.7277733
24 -2.8827309 0.7277675
25 -2.8828687 0.7277631
26 -2.8829689 0.7277596
27 -2.8830419 0.7277568
28 -2.8830949 0.7277542
29 -2.8831336 0.7277518
30 -2.8831617 0.7277491
31 -2.8831822 0.7277460
32 -2.8831971 0.7277421
33 -2.8832079 0.7277370
34 -2.8832158 0.7277302

Now

xN = f(xN�1) = f(x⇤) + (xN�1 � x⇤)f
0(x⇤) + ...

⇡ x⇤ + (xN�1 � x⇤)f
0(x⇤)

Thus

xN � xN�1 ⇡ (x⇤ � xN�1) + (xN�1 � x⇤)f
0(x⇤)

= (xN�1 � x⇤)(f
0(x⇤)� 1)

⇡ (f 0(x⇤)� 1){xN � x⇤
f 0(x⇤)

}

) (xN � x⇤) ⇡ (xN � xN�1){
f 0(x⇤)

f 0(x⇤)� 1
}

Since |xN � xN�1| < ✏ when iteration is terminated, |xN � x⇤| is greater than ✏ = 10�5 by a factor of
approx

|f 0(x⇤)|
|f 0(x⇤)� 1|

For k=16, f 0(x) = 3 cos(x)+16
18 , so for x⇤ ⇡ �2.88323687,

|f 0(x⇤)|
|f 0(x⇤)� 1| ⇡ 2.6731...

Thus for the case k=16, the truncation error is expected to be greater than 10�5.

(v) If the truncation error in the N th iterate is eN = xN � x⇤, the method is said to have pth order
convergence if:

|eN�1| < ⌘ ) |eN |  C|eN�1|p

Thus this method has first-order convergence if |eN |/[eN�1| tends to some constant, C < 1. The final
column displaying |eN |/[eN�1| in the tables for k=4 and k = 3

2 are consistent with this condition for
first-order convergence, with C ⇡ 0.4 for k = 4 and C ⇡ 0.727 for k = 3

2 .

Question 4

The modified program to find the double root of equation (5a) by fixed-point iteration by taking

h(F ) =
F

20

7

+1T for discussion
of truncation error
in case of slow
convergence

+0.5T for order of
convergence

q3_fixedpoint1(f,-2,20 );
N xN |eN/eN-1|
1 -2.6213154
2 -2.8294373 0.2054035
3 -2.8731801 0.1869296
4 -2.8813873 0.1839113
5 -2.8828977 0.1833783
6 -2.8831747 0.1832765
7 -2.8832255 0.1832313
8 -2.8832348 0.1830783

Clearly this convergence is monotonic, as illustrated by this graph given by program on page 14:

cobweb_k4

−3.5 −3 −2.5 −2 −1.5
−3.5
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Figure 3: A graph displaying the monotonic convergence near root for k=4

(iii) Oscillatory convergence requires �1 < f 0(x) < 0 for all x around the root. If xN remains in the

range (�⇡,� 3⇡
4 )(note:� ⇡ < �2.8832.. < � 3⇡

4 ),�1 < cosxN < �
p
2
2 . So for oscillatory convergence, we

require:

(i)� 1 <
�3 + k

2 + k
< 0 ) 1

2
< k < 3

and

(ii)� 1 <
� 3

p
2

2 + k

2 + k
< 0 ) �4 + 3

p
2

4
< k <

3
p
2

2

Thus oscillatory convergence should occur near the root for 1
2 < k < 3

p
2

2 .

Choose k = 3
2 , such that f(x) = 6 sin(x)+3x�10

7 . Verifying that k = 3
2 gives expected oscillatory conver-

gence with Nmax=20:

>> f=inline(’(6*sin(x) + 3*x - 10)/7’);

q3_fixedpoint1(f,-2,20 );
N xN |eN/eN-1|
1 -3.0651121
2 -2.8076818 0.4154227
3 -2.9127840 0.3910668
4 -2.8713224 0.4032384
5 -2.8879884 0.3988001
6 -2.8813332 0.4006404

5

xN+1 = f(xN ) = f(x⇤) + (xN � x⇤)f
0(x⇤) + ...

⇡ x⇤ + (xN � x⇤)f
0(x⇤)

Recall that the truncation error in the N th iterate is eN .

) eN+1 ⇡ eNf 0(x⇤)

Thus the iteration will diverge if |f 0(x⇤)| = |3 cos(x⇤)|
2 > 1, which is the case for root x⇤ = �2.8832...

Thus convergence does not occur.

(ii) Recall that the truncation error in the N th iterate is eN = xN � x⇤.

eN+1 = xN+1 � x⇤

= f(xN )� f(x⇤)

= f 0(c)(xN � x⇤) by the Mean Value Theorem for some c 2 (xN , x⇤)

= f 0(c)eN

Thus the error reduces, and hence the scheme converges, if |f 0(x)| < 1 8 x 2 (�⇡,�⇡
2 ).

For f(x) = 3 sin(x)+kx�5
2+k , f 0(x) = 3 cos(x)+k

2+k ,

And for xN 2 (�⇡,�⇡
2 ),�1 < cos(xN ) < 0,

) �3+k
2+k < f 0(x) < k

2+k

So for convergence we require:

(i)� 1 <
�3 + k

2 + k
< 1 ) k >

1

2

and

(ii)� 1 <
k

2 + k
< 1 ) k > �1

Thus convergence is guaranteed for k > 1
2 .

(iii) The error reduces monotonically, and hence the scheme converges monotonically, if 0  f 0(x) <
18 x 2 (a, b). Similarly, the error reduces, and hence the scheme converges, in an oscillatory manner if
�1 < f 0(x) < 0 8 x 2 (a, b).

Monotonic convergence requires 0 < f 0(x) < 1 for all x around the root. If xN remains in the range
(�⇡,�⇡

2 ), for monotonic convergence, we require:

(i)0 <
�3 + k

2 + k
< 1 ) k > 3

and

(ii)0 <
k

2 + k
 1 ) k > 0

Thus monotonic convergence should occur near the root for k > 3.

Choose k=4, such that f(x) = 3 sin(x)+4x�5
6 . Verifying that k=4 gives expected monotonic convergence

with Nmax=20:

>> f=inline(’(3*sin(x) + 4*x - 5)/6’);

4

+1T for explanation
of divergence

+1T for convergence 
conditions
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[data for k = 4]

[ from student answer ] 



Q4 apply the method to the double root of 

(i) Binary search is first-order convergent.

(ii) Fixed-point iteration, when convergent, is in general first-order convergent for a simple

root, i.e. one with F 0
(x⇤) 6= 0. However, Newton-Raphson iteration, when convergent, is

second-order convergent for a simple root, but only first-order convergent for a multiple

root

Examples

The cases to be studied as examples are

F (x) ⌘ 2x� 3 sinx+ 5 = 0 , (4)

and

F (x) ⌘ x3 � 8.5x2 + 20x� 8 = 0 . (5a)

Note that equation (5a) can be factorised and rewritten as

F (x) ⌘
�
x� 1

2

�
(x� 4)

2
= 0 . (5b)

Question 1 Show, with the help of a graph, that equation (4) has exactly one root

(which is in fact �2.88323687 . . . ).

Binary Search

Programming Task: write a program to solve equation (4) by binary search.Provide

for termination of the iteration as soon as the truncation error is guaranteed to be less

than 0.5 ⇥ 10
�5

, and print out the number of iterations, N , as well as the estimate of

the root. Run the program for a number of suitable starting values to check that it is

working; include some of these results in your report.

Question 2 Suppose that the rounding error in evaluating F (x) in equation (4) is at

most � for |x| < ⇡. By considering a Taylor expansion of F (x) near x⇤, or otherwise,

estimate the accuracy that may be expected for the calculated value of the root.

Hint: note that |F 0
(x)| > 4 for �5⇡/4 < x < �3⇡/4.

Fixed-Point Iteration

There are many possible choices of f , e.g.

f(x) = x� h(F (x)) , (6)

for some function
3 h(F ) such that h(0) = 0.

Programming Task: write a program to implement the iteration scheme in equation (1)

for general f . Provide for termination of the process as soon as |xN � xN�1| < ✏ or when
N = Nmax, whichever occurs first. Print out the values of N and xN for each N , so that

you can watch the progress of the iteration.

3
Or functional.
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Question 3 Use the program to solve (4) by fixed-point iteration by taking

h(F ) =
F

2 + k
(7a)

in (6), so that

f(x) =
3 sinx+ kx� 5

2 + k
, (7b)

for some constant k.

(i) First run the program with k = 0, ✏ = 10
�5

, x0 = �2, Nmax = 10. Plot y = f(x)
and y = x on the same graph, and use these plots to show why convergence should

not occur. Explain the divergence by identifying a theoretical criterion that has been

violated.
4

(ii) Determine the values of k for which convergence is guaranteed if xN remains in the

range (�⇡,�⇡/2).

(iii) Choose, giving reasons, a value of k for which monotonic convergence should occur

near the root, and also a value for which oscillatory convergence should occur near

the root. Verify that these two values of k give the expected behaviour, by running

the program with Nmax = 20.

(iv) Also run the case k = 16. This should converge only slowly, so set Nmax = 50.

Discuss whether the truncation error is expected to be less than 10
�5

in this case?

(v) Discuss whether your results are consistent with first-order convergence.

Question 4 Now use your program to find the double root of equation (5a) by fixed-

point iteration by taking

h(F ) =
1
20 F , (8a)

in (6), so that

f(x) = 1
20(�x3 + 8.5x2 + 8) . (8b)

By considering f 0
(x⇤) explain why convergence will be slow at a multiple root for any

choice of di↵erentiable function h in (6).

In your calculations some care may be needed over the choice of x0. Also,

(a) since convergence will be slow, take Nmax = 1000;

(b) suppress the printing of each iterate, but print out the final values of N and xN .

Is this an example of first-order convergence? Does the termination criterion ensure a

truncation error of less than 10
�5

?

Note: it can be shown that the truncation error ✏N is asymptotic to 40/(7N) as N ! 1.

Newton-Raphson Iteration

A refinement of (6) is to let h depend on the derivatives of F , i.e.

f(x) = x� h(F, F 0, F 00, . . .) . (9a)

In Newton-Raphson iteration

h =
F

F 0 . (9b)

4
The references at the end may prove helpful.
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This time it does not say "discuss" but it is still not sufficient to simply 
answer "no" and "no" !
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[ Note : if you consider Taylor up to first order then
you get xN = xN�1, this should be a hint that you
need to go to higher order ]

[ from student answer ] 

in (6), so that

f(x) =
�x3 + 8.5x2 + 8

20
is given on page 15, labelled

q4_fixedpoint2(x0, Nmax)

For Nmax=1000, x0=5,

>> q4_fixedpoint2(5,1000)
N= 740, xN= 4.0075342

Since f(x) = x � h(F (x)), then f 0(x) = 1 � h0(F (x))F 0(x). Since F 0(x⇤) = 0, as it is a double root,
f 0(x⇤) = 1.

Thus x⇤+ f 0(x⇤)(xN�1�x⇤) = xN�1. So in the Taylor expansion of xN = f(xN�1), we need to consider
higher orders,

xN = f(xN�1) = f(x⇤) + (xN�1 � x⇤)f
0(x⇤) +

1

2
f 00(x⇤)(xN�1 � x⇤)

2 + ...

⇡ xN�1 +
1

2
f 00(x⇤)(xN�1 � x⇤)

2

= xN�1 +
1

2
f 00(x⇤)(eN�1)

2

Thus convergence will be slow at a multiple root for any choice of di↵erentiable function h. Thus,

eN�1 ⇡ ±
|
p
2(xN � xN�1)|
|
p
f 00(x⇤)|

If the iterations are terminated when |xN � xN�1| < ✏,

|eN | ⇡ |

s
2✏

f 00(x⇤)
| = |

r
40✏

7
| ⇡ 0.007559

for ✏ = 10�5 and f 00(x⇤) = � 7
20 for double root x⇤ = 4. Thus the termination criterion does not ensure

a truncation error of less than 10�5.

For first-order convergence, must show that |eN |
|eN�1|  C for some constant C < 1.

Now it can be shown that the truncation error,

eN ⇠ 40

7N
as N ! 1

Thus |eN |
|eN�1| ! 1 as N ! 1, indicating slower than first-order convergence.

Newton-Raphson Iteration

Programming Task

The program to solve 2x� 3 sin(x) + 5 = 0 by Newton-Raphson iteration is shown on page 16, labelled

q5_newtonraphson1(x0,Nmax,tol)

8

+0.5T for slow 
convergence

+1C for correct code

+1T for trunc error

in (6), so that

f(x) =
�x3 + 8.5x2 + 8

20
is given on page 15, labelled

q4_fixedpoint2(x0, Nmax)

For Nmax=1000, x0=5,

>> q4_fixedpoint2(5,1000)
N= 740, xN= 4.0075342

Since f(x) = x � h(F (x)), then f 0(x) = 1 � h0(F (x))F 0(x). Since F 0(x⇤) = 0, as it is a double root,
f 0(x⇤) = 1.

Thus x⇤+ f 0(x⇤)(xN�1�x⇤) = xN�1. So in the Taylor expansion of xN = f(xN�1), we need to consider
higher orders,

xN = f(xN�1) = f(x⇤) + (xN�1 � x⇤)f
0(x⇤) +

1

2
f 00(x⇤)(xN�1 � x⇤)

2 + ...

⇡ xN�1 +
1

2
f 00(x⇤)(xN�1 � x⇤)

2

= xN�1 +
1

2
f 00(x⇤)(eN�1)

2

Thus convergence will be slow at a multiple root for any choice of di↵erentiable function h. Thus,

eN�1 ⇡ ±
|
p
2(xN � xN�1)|
|
p
f 00(x⇤)|

If the iterations are terminated when |xN � xN�1| < ✏,

|eN | ⇡ |

s
2✏

f 00(x⇤)
| = |

r
40✏

7
| ⇡ 0.007559

for ✏ = 10�5 and f 00(x⇤) = � 7
20 for double root x⇤ = 4. Thus the termination criterion does not ensure

a truncation error of less than 10�5.

For first-order convergence, must show that |eN |
|eN�1|  C for some constant C < 1.

Now it can be shown that the truncation error,

eN ⇠ 40

7N
as N ! 1

Thus |eN |
|eN�1| ! 1 as N ! 1, indicating slower than first-order convergence.

Newton-Raphson Iteration

Programming Task

The program to solve 2x� 3 sin(x) + 5 = 0 by Newton-Raphson iteration is shown on page 16, labelled

q5_newtonraphson1(x0,Nmax,tol)

8

+0.5T for slow 
convergence

+1C for correct code

+1T for trunc error
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[ Taylor again, use f 0(x⇤) = 1
at double root ]
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[ eN ⇡ eN�1 + f 00(x⇤)e2N�1/2
so (eN/eN�1) ! 1,
not first order ]

Q4 apply the method to the double root of 

(i) Binary search is first-order convergent.

(ii) Fixed-point iteration, when convergent, is in general first-order convergent for a simple

root, i.e. one with F 0
(x⇤) 6= 0. However, Newton-Raphson iteration, when convergent, is

second-order convergent for a simple root, but only first-order convergent for a multiple

root

Examples

The cases to be studied as examples are

F (x) ⌘ 2x� 3 sinx+ 5 = 0 , (4)

and

F (x) ⌘ x3 � 8.5x2 + 20x� 8 = 0 . (5a)

Note that equation (5a) can be factorised and rewritten as

F (x) ⌘
�
x� 1

2

�
(x� 4)

2
= 0 . (5b)

Question 1 Show, with the help of a graph, that equation (4) has exactly one root

(which is in fact �2.88323687 . . . ).

Binary Search

Programming Task: write a program to solve equation (4) by binary search.Provide

for termination of the iteration as soon as the truncation error is guaranteed to be less

than 0.5 ⇥ 10
�5

, and print out the number of iterations, N , as well as the estimate of

the root. Run the program for a number of suitable starting values to check that it is

working; include some of these results in your report.

Question 2 Suppose that the rounding error in evaluating F (x) in equation (4) is at

most � for |x| < ⇡. By considering a Taylor expansion of F (x) near x⇤, or otherwise,

estimate the accuracy that may be expected for the calculated value of the root.

Hint: note that |F 0
(x)| > 4 for �5⇡/4 < x < �3⇡/4.

Fixed-Point Iteration

There are many possible choices of f , e.g.

f(x) = x� h(F (x)) , (6)

for some function
3 h(F ) such that h(0) = 0.

Programming Task: write a program to implement the iteration scheme in equation (1)

for general f . Provide for termination of the process as soon as |xN � xN�1| < ✏ or when
N = Nmax, whichever occurs first. Print out the values of N and xN for each N , so that

you can watch the progress of the iteration.

3
Or functional.
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<latexit sha1_base64="7VXCtEOTlVDUhAHWc47K1jEgypI=">AAACIHicbVDLSgMxFM3UVx1fVZdugq3gxjJT1HahUHDjsoJ9QGcsmTRtQzPJkGTEMsynuPFX3LhQRHf6NaaPhbYeCBzOuTf33hNEjCrtOF9WZml5ZXUtu25vbG5t7+R29xpKxBKTOhZMyFaAFGGUk7qmmpFWJAkKA0aawfBq7DfviVRU8Fs9iogfoj6nPYqRNlInV/YiJAPxkFRwmCYeF5R3Cdd2G8aKdGHBI5GiTHB4CV3nLjk5SwvQh3bayeWdojMBXCTujOTBDLVO7tPrChyH5nPMkFJt14m0nyCpKWYktT0zL0J4iPqkbShHIVF+MjkwhUeTZXpCmsc1nKi/OxIUKjUKA1MZIj1Q895Y/M9rx7pX8RPKo1gTjqeDejGDWsBxWrBLJcGajQxBWFKzK8QDJBHWJlPbhODOn7xIGqWie148vSnlqxezOLLgAByCY+CCMqiCa1ADdYDBI3gGr+DNerJerHfrY1qasWY9++APrO8fLTehng==</latexit>

[ used ✏ = 10�5 ]

<latexit sha1_base64="BSXIB/McDWjCzsTvw0AwcoP8v4Y=">AAACQHicbVDLShxBFK3WxEf7GnXppsgovnDoHkRFXAjZZCUGMo4wPWmqa26PhdVVRVW19ND0p7nJJ2Tn2o2LhJCtK2sei0Q9UHA451zurZMozowNggdvavrDx5nZuXl/YXFpeaW2unZlZK4ptKjkUl8nxABnAlqWWQ7XSgPJEg7t5Pbz0G/fgTZMim92oKCbkb5gKaPEOimutSNFdCKL8oRmVRkJyUQPhPU1KHAR0T/Fm0V8gSOilJYFLuLy4iCs8D6OUk1o2MTp9vZOEe/tYhhb35ub2K/iWj1oBCPgtySckDqa4DKu/Yx6kuaZW045MaYTBsp2S6ItoxwqP8oNKEJvSR86jgqSgemWowIqvOWUHk6ldk9YPFL/nShJZswgS1wyI/bGvPaG4nteJ7fpSbdkQuUWBB0vSnOOrcTDNnGPaaCWDxwhVDN3K6Y3xBVjXee+KyF8/eW35KrZCI8ah1+b9fOzSR1zaAN9QjsoRMfoHH1Bl6iFKLpHj+gX+u398J68P97fcXTKm8yso//gPb8AjxWtHA==</latexit>

repeating: xN ⇡ xN�1 +
1
2f

00(x⇤)e2N�1

in (6), so that

f(x) =
�x3 + 8.5x2 + 8

20
is given on page 15, labelled

q4_fixedpoint2(x0, Nmax)

For Nmax=1000, x0=5,

>> q4_fixedpoint2(5,1000)
N= 740, xN= 4.0075342

Since f(x) = x � h(F (x)), then f 0(x) = 1 � h0(F (x))F 0(x). Since F 0(x⇤) = 0, as it is a double root,
f 0(x⇤) = 1.

Thus x⇤+ f 0(x⇤)(xN�1�x⇤) = xN�1. So in the Taylor expansion of xN = f(xN�1), we need to consider
higher orders,

xN = f(xN�1) = f(x⇤) + (xN�1 � x⇤)f
0(x⇤) +

1

2
f 00(x⇤)(xN�1 � x⇤)

2 + ...

⇡ xN�1 +
1

2
f 00(x⇤)(xN�1 � x⇤)

2

= xN�1 +
1

2
f 00(x⇤)(eN�1)

2

Thus convergence will be slow at a multiple root for any choice of di↵erentiable function h. Thus,

eN�1 ⇡ ±
|
p
2(xN � xN�1)|
|
p
f 00(x⇤)|

If the iterations are terminated when |xN � xN�1| < ✏,

|eN | ⇡ |

s
2✏

f 00(x⇤)
| = |

r
40✏

7
| ⇡ 0.007559

for ✏ = 10�5 and f 00(x⇤) = � 7
20 for double root x⇤ = 4. Thus the termination criterion does not ensure

a truncation error of less than 10�5.

For first-order convergence, must show that |eN |
|eN�1|  C for some constant C < 1.

Now it can be shown that the truncation error,

eN ⇠ 40

7N
as N ! 1

Thus |eN |
|eN�1| ! 1 as N ! 1, indicating slower than first-order convergence.

Newton-Raphson Iteration

Programming Task

The program to solve 2x� 3 sin(x) + 5 = 0 by Newton-Raphson iteration is shown on page 16, labelled

q5_newtonraphson1(x0,Nmax,tol)

8

+0.5T for slow 
convergence

+1C for correct code

+1T for trunc error

[ from student answer ] 

in (6), so that

f(x) =
�x3 + 8.5x2 + 8

20
is given on page 15, labelled

q4_fixedpoint2(x0, Nmax)

For Nmax=1000, x0=5,

>> q4_fixedpoint2(5,1000)
N= 740, xN= 4.0075342

Since f(x) = x � h(F (x)), then f 0(x) = 1 � h0(F (x))F 0(x). Since F 0(x⇤) = 0, as it is a double root,
f 0(x⇤) = 1.

Thus x⇤+ f 0(x⇤)(xN�1�x⇤) = xN�1. So in the Taylor expansion of xN = f(xN�1), we need to consider
higher orders,

xN = f(xN�1) = f(x⇤) + (xN�1 � x⇤)f
0(x⇤) +

1

2
f 00(x⇤)(xN�1 � x⇤)

2 + ...

⇡ xN�1 +
1

2
f 00(x⇤)(xN�1 � x⇤)

2

= xN�1 +
1

2
f 00(x⇤)(eN�1)

2

Thus convergence will be slow at a multiple root for any choice of di↵erentiable function h. Thus,

eN�1 ⇡ ±
|
p
2(xN � xN�1)|
|
p
f 00(x⇤)|

If the iterations are terminated when |xN � xN�1| < ✏,

|eN | ⇡ |

s
2✏

f 00(x⇤)
| = |

r
40✏

7
| ⇡ 0.007559

for ✏ = 10�5 and f 00(x⇤) = � 7
20 for double root x⇤ = 4. Thus the termination criterion does not ensure

a truncation error of less than 10�5.

For first-order convergence, must show that |eN |
|eN�1|  C for some constant C < 1.

Now it can be shown that the truncation error,

eN ⇠ 40

7N
as N ! 1

Thus |eN |
|eN�1| ! 1 as N ! 1, indicating slower than first-order convergence.

Newton-Raphson Iteration

Programming Task

The program to solve 2x� 3 sin(x) + 5 = 0 by Newton-Raphson iteration is shown on page 16, labelled

q5_newtonraphson1(x0,Nmax,tol)

8

+0.5T for slow 
convergence

+1C for correct code

+1T for trunc error

[ estimating root numerically ] 

Theory and numerical result agree rather well, evidence that all is correct
<latexit sha1_base64="o6TDXeaNzoFCsqdWVJCpDj5chXY=">AAAClnicbVHbbtNAEF2bWzG3QF+QeBmRIBUkgl0BBQmhigrBEwoSaSvFIVqvx82qezG746qR5U/iZ3jjb9ikQUDLPB2duZyZM0WtpKc0/RnFly5fuXpt43py4+at23d6d+/te9s4gWNhlXWHBfeopMExSVJ4WDvkulB4UBzvLfMHJ+i8tOYLLWqcan5kZCUFp0DNet/zmrvCnrZZJnTX5sZKU6Kh5JMlhEGOtZfKmmensycD0I0nKBA4gUIesOZiHoQhSAq51ICtQe6lhiz92j7NXnSDx+BtaAm1tfVehrXAoQriJwjonHUgPdgKrCvRBT3/zVH7W7X7M2unGwyTbtbrp8N0FXARZGvQZ+sYzXo/8tKKRoeLhOLeT7K0pmnLHUmhsEvyxmPNxTE/wkmAhmv003ZlawePAlNCFXasrCFYsX93tFx7v9BFqNSc5v58bkn+LzdpqHo1baWpG0IjzoSqRgFZWP4IShn8JLUIgAsnw64g5txxQeGTSTAhO3/yRbC/PcxeDp9/3u7vvlnbscEesIdsi2Vsh+2yj2zExkxEm9Hr6F20F9+P38bv4w9npXG07tlk/0Q8+gVMBMep</latexit>

Note ✏/x⇤ must be at least machine precision (⇠ 10�15) so best possible
relative error is of order

p
✏ ⇠ 10�7.

<latexit sha1_base64="SkZaIxi9H7r6R3HIl0gtMbNixU4=">AAACSHicbVA9bxNBEN1zgITjy0lKmhEOUmisuygiKVJEioRSBgknkXyWtbc3Z6+yH6fdWYh18s+joUzHb6ChACE61o4LSHjV03szmjevbJT0lGVfk87ag4eP1jcep0+ePnv+oru5de5tcAIHwirrLkvuUUmDA5Kk8LJxyHWp8KK8Oln4Fx/ReWnNB5o1ONJ8YmQtBacojbvjouGutNdtngs9bwtjpanQUPrOOvDSTBSCs5Y8SIJPNqgKSgRbg3UVOtgpsPFSWbMDuzqIKWjrELgQwXHCN+l83O1l/WwJuE/yFemxFc7G3ZuisiLomEEo7v0wzxoatdyRFArnaRE8Nlxc8QkOIzVcox+1yyLm8DoqFdQxem0NwVL9e6Pl2vuZLuOk5jT1d72F+D9vGKg+HLXSNIHQiNtDdVBAFhatQiUdClKzSLhwMmYFMeWOC4rdp7GE/O7L98n5Xj9/299/v9c7PlrVscFesldsl+XsgB2zU3bGBkywz+wb+8F+Jl+S78mv5PftaCdZ7Wyzf9Dp/AETjLHT</latexit>

For single roots it would be of order ✏ (much more accurate)

Programming Task: modify your program to recalculate the root of equation (4), and

the double root of equation (5a), using Newton-Raphson iteration.

Question 5 For equation (4), experiment with various x0 until you have demonstrated

a case that converges, and also a case that has not converged in 10 iterations. In the

unconverged case, show graphically what happened in the first few iterations.

For both equation (4) and equation (5a) do your (converged) results bear out the theo-

retical orders of convergence? Comment on the e↵ects of rounding error.

Hint: you may want to use a smaller value for ✏.
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This question basically wants you to repeat the analysis of Q3 and Q4 for a 
different method

Q5  Newton Raphson method

The main trap is : the question is short, but doesn't mean that the answer 
will be short

(you need to re-consider several questions from previous sections)

 [ 2.5 "programming" and 2.5 "maths" marks are available ] 

Summary (so far)

You need to provide evidence that you have written the relevant 
programs and obtained the output required

Graphs are often good for this  
(or tables, or sequences of numbers) 

You need to explain the underlying mathematics

[ this gets you the   
  "programming" marks ]

[ this gets you the  
  "maths" marks ]

Don't be afraid to write equations
Simpler explanations are usually better than complicated ones 
(as long as they actually work)

If you can verify consistency of mathematical "theory" and 
computational "experiment", this is evidence that everything is working



Other things to remember

You have many demands on your time, don't spend too long worrying 
about (eg) the difference between 17/20 and 19/20.

Mathematical writing is designed to be read by humans 
... you can make this easy by nice layout, clearly labelled graphs, 
    properly formatted equations/tables, etc

Things that are "obvious" to you at time of writing may not be obvious if you 
read it again one week later (and they may not be obvious to the reader)  
... be self-critical of your explanations

The assessors will only give marks for things that you write in the 
report.  Make sure that you give evidence for the work that you did.

The are no marks for "good code", but good code will usually get you 
quicker to the right answer

[ see also "excellence"  
  marks ] ... finally

Please read carefully the project instructions,  
   the hand-in instructions, etc

Do feel free to ask us questions using the catam helpline  
   (although we are not going to tell you how you should answer 
    the questions!)

We hope the Computational Projects will give you insight into the 
mathematics that you learn in other courses ... and you might 
even enjoy some of the projects.

good luck !

You will decide how much time you are prepared to spend on CATAM  
... we recommend : don't leave it until the last minute 

the two IB core projects may differ in time required


