1.1 Matrices over Finite Fields

This project is about the elementary properties of vector spaces, which are introduced in the Part IA course Vectors and Matrices and are considered more generally in the Part IB course Linear Algebra or in the references listed.

1 Fields of Prime Order

We shall be considering algorithms for computing algebraic invariants attached to vector spaces and linear maps over a field $F$. In applications the field is often that of the real or complex numbers. In this project $F$ will be $GF(p)$, the finite field of $p$ elements, represented by the integers modulo $p$ for some prime $p$.

In the examples you will work with, $p$ will be small (at most 30), as will the matrices (at most $10 \times 10$). However, when answering questions about complexity for large $p$ you should be thinking about how the program would behave for very large $p$ (i.e., let $p$ tend to infinity).

2 Division

It will be necessary to be able to divide modulo $p$; that is, for each $a$, $1 \leq a \leq p - 1$, you will need to know its inverse $a^{-1}$, $1 \leq a^{-1} \leq p - 1$, such that $aa^{-1} \equiv 1 \pmod{p}$. Rather than compute $a^{-1}$ afresh each time it is needed, the inverses should be computed once and stored.

**Question 1** Write a program to store the inverses of the non-zero elements of $F$ in an array of length $p - 1$. Find the inverses by testing, for each $a$ in the range $1 \leq a \leq p - 1$, all values of $b$ in the range $1 \leq b \leq p - 1$ until you find one which works and then store it. (Note that the MATLAB command \texttt{mod(a,p)} gives the value of $a$ modulo $p$.) Describe any very simple modification to speed up this procedure (say by a factor of 2).

**Question 2** Estimate the complexity of the procedure of Question 1 in terms of $p$.

[That is, give a simple function $f(p)$ of $p$, such as $\sqrt{p}$, $p$ or $2^p$, such that the number of steps is $\Theta(f(p))$, meaning of the order of magnitude of $f(p)$. To be exact, a function $g(p)$ is $\Theta(f(p))$ if there are positive constants $c$ and $C$ such that $c \leq g(p)/f(p) \leq C$ for all sufficiently large $p$.]

You may assume that in a single step your ideal computer can perform any elementary operation such as to store a number, or to add, subtract, multiply, divide or compare two numbers.

3 Gaussian Elimination

A matrix $M = (m_{ij})$ over $F$, with $m$ rows and $n$ columns, is in \textit{echelon} form (see [1] or [2]) if

- for some $r$, $0 \leq r \leq m$, the last $m - r$ rows have only zero entries;
- for each $i$, $1 \leq i \leq r$, there is a number $l(i) \leq n$ such that $m_{ij} = 0$ for $j < l(i)$ and $m_{ij} = 1$ for $j = l(i)$;
- $l(1) < l(2) < \cdots < l(r)$.
Here is a $4 \times 5$ matrix which is in echelon form, if we take the entries mod 7; in this case $r = 3$, $l(1) = 1$, $l(2) = 3$, $l(3) = 4$.

\[
\begin{pmatrix}
1 & 2 & 3 & 4 & 5 \\
0 & 0 & 1 & 2 & 3 \\
0 & 0 & 0 & 8 & 2 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix} \pmod{7}
\]

The \textit{rank} of a matrix is the dimension of its row space; that is, the vector space (over $F$) spanned by its rows. The rank of the matrix $M$ above is $r$. The following operations on a matrix leave its row space unaltered:

- $T(i, j)$, transpose rows $i$ and $j$
- $D(i, a)$, divide row $i$ by the element $a \in F \setminus \{0\}$
- $S(i, a, j)$, subtract $a$ times row $j \neq i$ from row $i$.

\textit{Gaussian elimination} uses the operations $T$, $D$, $S$ to convert a matrix into echelon form.

\section*{Question 3}

Write a program to turn a matrix into echelon form using Gaussian elimination. Using your program, compute the ranks of each of the following matrices, and give bases for their row spaces.

\[A_1 = \begin{pmatrix}
2 & 1 & 0 & 3 & 6 \\
3 & 5 & 1 & 3 & 1 \\
2 & 1 & 3 & 2 & 3 \\
3 & 5 & 6 & 3 & 1
\end{pmatrix} \pmod{7}, \quad A_2 = \begin{pmatrix}
7 & 3 & 7 & 24 & 21 & 5 \\
2 & 1 & 4 & 15 & 8 & 4 \\
8 & 1 & 10 & 1 & 26 & 8 \\
1 & 9 & 1 & 22 & 3 & 8
\end{pmatrix} \pmod{29}\]

\section*{4 Kernels and Annihilators}

Let $A$ be an $m \times n$ matrix and $\mathbf{x} = (x_j)$ an $n \times 1$ column vector over $F$. The \textit{kernel} of $A$, denoted $\ker A$, is the space of solutions to $A\mathbf{x} = 0$. A basis can be found by reducing $A$ to echelon form and then expressing $x_{l(1)}$, $x_{l(2)}$, \ldots, $x_{l(r)}$ in terms of the other $x_j$.

\section*{Question 4}

Write a program to compute a basis for the kernel of a matrix. Describe briefly how your algorithm works. Find bases for the kernels of the following matrices.

\[B_1 = \begin{pmatrix}
4 & 3 & 6 & 1 & 5 \\
2 & 5 & 0 & 4 & 2 \\
1 & 1 & 3 & 6 & 3 \\
0 & 2 & 2 & 1 & 3 \\
2 & 3 & 5 & 1 & 6
\end{pmatrix} \pmod{7}, \quad B_2 = \begin{pmatrix}
21 & 10 & 22 & 5 & 10 & 27 \\
24 & 0 & 8 & 27 & 10 & 23 \\
11 & 17 & 5 & 5 & 20 & 18 \\
6 & 26 & 12 & 4 & 13 & 20 \\
25 & 24 & 25 & 3 & 11 & 3 \\
14 & 16 & 19 & 28 & 3 & 22
\end{pmatrix} \pmod{29}\]

Let $U$ be a subspace of the space of row vectors $F^n$. The annihilator $U^\circ$ consists of the set of column vectors $\mathbf{x}$ satisfying $\mathbf{u} \mathbf{x} = 0$ for every $\mathbf{u} \in U$. It is a subspace of the space of column vectors. Notice that if $U$ is the row space of a matrix $A$, then $U^\circ$ is the kernel of $A$.

\section*{Question 5}

State the relationship between the dimensions of $U$ and $U^\circ$. 
If $S$ is a subspace of the space of column vectors, then we make an analogous definition of $S^\circ$ as the space of row vectors $t$ satisfying $ts = 0$ for every $s \in S$. We have $(U^\circ)^\circ = U$.

**Question 6** Use your program from Question 4 to find $U^\circ$ where $U$ is the row space of the matrix $A_1$. Similarly find $(U^\circ)^\circ$ and verify that it is equal to $U$.

For $U$ and $W$ subspaces of $F^n$ it is known that $(U + W)^\circ = U^\circ \cap W^\circ$ and $(U \cap W)^\circ = U^\circ + W^\circ$.

**Question 7** Write a program that, given matrices $A$ and $B$ with row spaces $U$ and $W$, computes bases for $U$, $W$, $U + W$ and $U \cap W$. Explain briefly how your program works. Comment on the relationship between the dimensions of the four spaces computed. Run your program on the following examples:

- Take $U$ the row space of $A_1$ and $W$ the row space of $B_1$.
- Take $U$ the row space of $A_2$ and $W$ the row space of $B_2$.
- Take $U$ the row space of $A_3 = \begin{pmatrix} 3 & 0 & 2 & 0 & 0 & 4 & 3 \\ 4 & 2 & 1 & 1 & 0 & 2 & 0 \\ 1 & 3 & 0 & 4 & 2 & 1 & 0 \\ 1 & 3 & 3 & 0 & 0 & 2 & 4 \\ 0 & 0 & 1 & 1 & 4 & 0 & 4 \\ 1 & 1 & 0 & 4 & 4 & 3 & 3 \\ 3 & 2 & 4 & 4 & 0 & 1 & 1 \end{pmatrix} \pmod{5}$

and $W$ the kernel of $A_3$. (Although the kernel of $A_3$ is naturally a space of column vectors, you should re-write it as a space of row vectors in the obvious way.)

**Question 8** What feature of the third example of Question 7 would be surprising to someone who carried out a similar project working over the real numbers instead of $GF(p)$?
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*Note that the definition of echelon form in [1] is slightly more stringent than the one used in this project, in that it also requires that $m_{ki(i)} = 0$ if $k < i$. You can ignore this requirement and the row operations which are needed to make it true.*
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Marking Scheme and additional comments for the Project Report

The purpose of these additional comments is to provide guidance on the structure and length of your CATAM report. Use the same concepts to write the rest of the reports. To help you assess where marks have been lost, this marking scheme will be completed and returned to you during Lent Term. You are advised to keep a copy of your write-up in order to correlate your answers to the marks awarded.

<table>
<thead>
<tr>
<th>Question no.</th>
<th>marks available(^1)</th>
<th>marks awarded(^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Question 1</strong></td>
<td>Attach the printout of the program at the end of the report. Refer to the program at the start of your report. When you are asked to “write a program” without being given specific data to try, as in this case, you should include some very brief “test output” in your write-up to demonstrate that your program works (see the introduction to the projects manual). <strong>Modification:</strong> ([approx. 3\ lines])(^3)</td>
<td>C1+M1</td>
</tr>
<tr>
<td><strong>Question 2</strong></td>
<td>Do not include negligible terms, or terms specific to your particular implementation, in your final answer. ([approx. 3\ lines])(^3)</td>
<td>C0+M1</td>
</tr>
<tr>
<td><strong>Question 3</strong></td>
<td>Produce evidence of output from your program and state your answers clearly. There is no need to explain how Gaussian elimination works. ([approx. 10\ lines])(^3)</td>
<td>C3+M1</td>
</tr>
<tr>
<td><strong>Question 4</strong></td>
<td>Produce evidence of output from your program and state your answers clearly. Explain briefly how your program works. ([approx. 15\ lines])(^3)</td>
<td>C2+M1</td>
</tr>
<tr>
<td><strong>Question 5</strong></td>
<td>No proofs are required. ([approx. 1\ line])(^4)</td>
<td>C0+M1</td>
</tr>
<tr>
<td><strong>Question 6</strong></td>
<td>Your answers should be supported by listing the input and output of each program used. Explain your method for checking that two subspaces are equal. ([approx. 10\ lines])(^3)</td>
<td>C1+M1</td>
</tr>
<tr>
<td><strong>Question 7</strong></td>
<td>Give a brief discussion of the theory behind your solutions, explaining how you have used your earlier programs. There is no need to prove facts stated in the text. ([approx. 20\ lines])(^3)</td>
<td>C2+M2</td>
</tr>
<tr>
<td><strong>Question 8</strong></td>
<td>No programming is required for this question. ([approx. 3\ lines])(^3)</td>
<td>C0+M1</td>
</tr>
<tr>
<td><strong>Quality marks</strong></td>
<td>awarded for mathematical clarity and good, clear output (see the introduction to the project manual).</td>
<td>Q2</td>
</tr>
</tbody>
</table>

\(^1\) C\#+M\#: computational and mathematical marks
\(^2\) For use by the assessor
\(^3\) This figure is only meant to be indicative of the length of your answer, rather than the exact number of lines you are expected to write

| Total marks | 20 |