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Suppose T = {Tn} is the median estimator, and let A(T, F ) denote the asymptotic
variance, computed with respect to i.i.d. samples from a distribution with cdf F .

(a) Suppose F has a valid pdf f which is positive on all of R. Derive an expression for
A(T, F ). [Your answer should be in terms of F and f , and should be valid even
when F does not correspond to a symmetric distribution.]

(b) What is maxF∈Pε(Φ)A(T, F ), where Φ denotes the standard normal cdf and Pε(Φ)
consists of (possibly asymmetric) distributions in the Huber ε-contamination neigh-
borhood around Φ with a valid pdf?

(c) Now solve the problem in part (b), where we optimize only over distributions in
Pε(Φ) which are symmetric. How does the answer compare to the one obtained in
part (b)?

[You may quote any result from the lectures that you need, without proof.]

2

Consider the normal location family, where Fθ is the cdf of a N(θ, 1) distribution.

(a) Derive the form of an optimal B-robust M -estimator for θ. [Provide the univariate
function defining the optimal M -estimator, as well as the explicit form of the
estimator computed from a set of finite samples {x1, . . . , xn}. Your answer should
involve a truncation parameter b > 0.]

(b) As b ranges over the interval (0,∞), what are the corresponding values of the upper
bound c on the gross error sensitivity of the estimator in the optimization problem?
[Hint: It may be helpful to show that the map b 7→ c is monotonic. You may use the

fact that E[|X|] =
√

2
π when X ∼ N(0, 1), without proof.]

(c) What is the most B-robust location M -estimator for θ, and what is its gross error
sensitivity?

[You may quote any result from the lectures that you need, without proof.]
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Suppose {xi}ni=1 are i.i.d. samples from a normal location family N(θ, 1), and
consider a simple hypothesis test of

H0 : θ = θ0 vs. H1 : θ = θ1,

where θ1 > θ0. Let Fθ denote the cdf of N(θ, 1).

(a) Let Tn = 1
n

∑n
i=1(θ1 − θ0)

(
xi − θ0+θ1

2

)
. Show that a likelihood ratio test should

reject H0 when Tn > Cα, where Cα is a critical value depending on the level α of
the test.

(b) Let T (F ) = EF [Tn]. Are the influence functions IFtest(x;T, Fθ0) and
IFtest(x;T, Fθ1) bounded in x?

(c) Now consider the truncated statistic

Sn =
1

n

n∑

i=1

[
(θ1 − θ0)

(
xi −

θ0 + θ1
2

)]b

a

,

for some truncation parameters a < b. Let S(F ) = EF [Sn]. Are the influence
functions IFtest(x;S, Fθ0) and IFtest(x;S, Fθ1) bounded in x? [Hint: It may be
helpful to work with the notation Sn = 1

n

∑n
i=1 ψ(xi).]

(d) Suppose ε ∈ (0, 1).

(i) Show that there exist c, d ∈ R such that the functions

g0(x) =





(1− ε)fθ0(x) if
fθ1 (x)

fθ0 (x)
< c,

(1−ε)fθ1 (x)
c if

fθ1 (x)

fθ0 (x)
> c,

g1(x) =





(1− ε)fθ1(x) if
fθ1 (x)

fθ0 (x)
> d,

d(1− ε)fθ0(x) if
fθ1 (x)

fθ0 (x)
6 d,

are densities corresponding to distributions G0 and G1 which lie in the Huber
ε-contamination neighborhoods around Fθ0 and Fθ1 , respectively.

(ii) It can be shown that for sufficiently small ε, we have c > d. Assuming this
fact, show that a hypothesis test based on Sn corresponds to a likelihood ratio
test of

H0 : F = G0 vs. H1 : F = G1,

for appropriate values of (a, b).

[The above results can be used to show that a test based on Sn is a minimax
optimal test between distributions in the ε-contamination neighborhoods, but you
do not have to prove this.]
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Suppose x1, . . . , xn are i.i.d. samples from the d-dimensional standard normal
distribution N(0, Id), and let µ̂ denote the coordinatewise median. [In other words, the
jth coordinate of µ̂ is defined to be the sample median of the jth coordinates {xij}nj=1 of
the data points.]

(a) Let ε ∈ (0, 1). Taking the case d = 1, show that for sufficiently large n, we have

P

(
sup

{x̃i}ni=1

|µ̂(x̃1, . . . , x̃n)| > ε

)
> 1− exp(−cn),

where {x̃i}ni=1 denotes an adversarial ε-perturbation of {xi}ni=1, and c is a constant
which does not depend on n (but may depend on ε).

[Hint: Let {x̃i}ni=1 be constructed by moving the last bεnc data points to a point
mass at 100. Note that the probability in question is lower-bounded by the probability
that at least n+1

2 − bεnc of the unperturbed points are greater than ε. Hoeffding’s
inequality, which states that for i.i.d. Bernoulli random variables Y1, . . . , Ym with
mean p, we have

P

(
1

m

m∑

i=1

(Yi − p) 6 −t
)

6 exp(−2mt2),

for any t > 0, may be used without proof.]

(b) Now show how to adapt the argument in part (a) to conclude that for arbitrary
d > 1, and for sufficiently large n (as a function of d and ε), we have

P

(
sup

{x̃i}ni=1

‖µ̂(x̃1, . . . , x̃n)‖2 > ε
√
d

)
> 1

2
.

[Hint: Bernoulli’s inequality, which states that (1 − x)d > 1 − dx when d > 1 and
x ∈ [0, 1], may be used without proof.]

(c) How does the bound in part (b) compare with the high-probability bound satisfied
by the Tukey median for adversarially contaminated data?

[You may quote any result from the lectures that you need, without proof.]
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