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1 (i) Let p := {px}x∈J and q := {qx}x∈J denote two probability distributions such
that p≪ q. Their relative entropy is defined as

D(p||q) :=
∑

x∈J

px log

(

px
qx

)

.

It can be shown that D(p||q) > 0. Using this fact, prove that the quantum relative entropy
D(ρ||σ) of two states ρ and σ, for which supp ρ ⊆ suppσ, satisfies D(ρ||σ) > 0.

(ii) Let Λ : B(Cd) → B(Cd′) be a linear map and let

J := (Λ⊗ id)|Ω〉〈Ω|, (1)

where

|Ω〉 = 1√
d

d
∑

i=1

|i〉 ⊗ |i〉,

with {|i〉}di=1
being an orthonormal basis in C

d.

Prove that

(1) Tr(AΛ(B)) = dTr(J(A⊗BT )).

[Hint: Recall that any bipartite pure state |ψAB〉 ∈ HA⊗HB, where HA ≃ C
d and

HB ≃ C
k, can be written in the form

(Id ⊗R)|Ω〉

for some R ∈ B(Cd,Ck).]

(2) Λ is completely positive if and only if J > 0;

(3) Λ is trace-preserving if and only if Tr
Cd′J = τd, where τd denotes the completely

mixed state in D(Cd);

(4) Λ is unital if and only if TrCdJ = Id′/d, where Id′ denotes the identity operator
in B(Cd′).
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2 Consider a pair of quantum states ρ, σ ∈ D(H).

(i) Define the trace distance D(ρ, σ) and the fidelity F (ρ, σ).

(ii) Prove that D(ρ, σ) = max
06Λ6I

Tr(Λ(ρ− σ)).

(iii) State and prove Uhlmann’s theorem, clearly stating any other result that you use in
the proof.

(iv) Let Λ denote a so-called measure-and-prepare quantum channel; its action on a state
ρ is as follows. A measurement described by the POVM {Em}km=1

is performed on
the state ρ and if the mth outcome is obtained then the state |m〉〈m| is prepared.
Write an expression for Λ(ρ) and find a set of Kraus operators for Λ.

(v) Let pm = Tr(Emρ) and qm = Tr(Emσ) denote the probabilities of getting the mth

outcome when a measurement, given by the POVM {Em}km=1 defined in (iv), is
performed on the states ρ and σ respectively. Let D(p, q) := 1

2

∑

m |pm − qm| denote
the classical trace distance between the probability distributions p = {pm} and
q = {qm}. Prove that D(ρ, σ) > D(p, q).

[Hint: Make use of (iv)]

3 (i) The Holevo capacity (or Holevo information) of a memoryless quantum channel
Λ is defined as follows:

χ∗(Λ) := max
{px,ρx}

{

S
(

Λ(
∑

x

pxρx)
)

−
∑

x

pxS
(

Λ(ρx)
)}

. (1)

What is the operational significance of this quantity? Justify why the maximization can
be restricted to ensembles of pure states, i.e., the states ρx can be chosen to be pure.

(ii) For a quantum channel Λ : D(HA) → D(HB), write an expression for χ∗(Λ) in
terms of the mutual information.

(iii) Prove that the Holevo capacity is superadditive, i.e., for any pair of memoryless
quantum channels Λ1 and Λ2,

χ∗(Λ1 ⊗ Λ2) > χ∗(Λ1) + χ∗(Λ2).

(iv) Let x = (x1, . . . , xd) and y = (y1, . . . , yd) be two d-dimensional real vectors.
What is meant by the statement “x is majorized by y (denoted x ≺ y)”? What is meant
by ρ ≺ σ where ρ and σ are two states on a Hilbert space of dimension d?

(v) Let |ΨAB〉 ∈ HA ⊗ HB be a bipartite pure state; let dA := dimHA and
dB := dimHB. Write its Schmidt decomposition and define its Schmidt rank. Prove that
the Schmidt rank of |ΨAB〉 cannot be increased by LOCC, clearly stating any theorem that
you use in your proof.
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4 (i) Let ρABC be a tripartite state. State the strong subadditivity (SSA) property
of its von Neumann entropy S(ρABC).

(ii) Let Ic(Λ, ρ) denote the coherent information of a quantum channel Λ : D(HQ) →
D(HB) when the input state is ρ ∈ D(HQ). Give its definition and prove that it satisfies
the quantum data processing inequality, namely

S(ρ) > Ic(Λ1, ρ) > Ic(Λ2 ◦ Λ1, ρ),

where Λ1 and Λ2 are quantum channels, and Λ2◦Λ1 denotes the quantum channel obtained
by their composition.

[Remark: a clearly drawn and labelled figure would be helpful.]

(iii) Let ρ :=
∑d

i,j=1
ρij |i〉〈j| denote a state in D(Cd), and let ρ̃ ∈ D(Cd) be the

following state:

ρ̃ :=

d
∑

i=1

ρii|i〉〈i|.

Prove that the von Neumann entropy of these two states satisfy the following inequality:
S(ρ̃) > S(ρ).
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5 (i) State the generalized measurement postulate in the case in which the initial state
of the system to be measured is a mixed state. Under what condition does a generalized
measurement reduce to a projective measurement?

(ii) Consider a measurement, described by a POVM {Em}Jm=1
, on the state of a

quantum system Q, which is initially in a state ρ, and let the measuring device D be
initially in the pure state |ϕD〉〈ϕD|. The Hilbert space HD associated to the measuring
device has dimension dimHD = J . Such a measurement can be described by a quantum
operation Λ which acts on the initial uncorrelated state of the composite system QD as
follows:

Λ(ρ⊗ |ϕD〉〈ϕD |) =
∑

m

√

Emρ
√

Em ⊗ |mD〉〈mD|,

where {|mD〉}Jm=1
is an orthonormal basis in HD. Find a set of Kraus operators of Λ.

(iii) Consider the following two states

ρXQD :=
J
∑

x=1

px|xX〉〈xX | ⊗ ρx ⊗ |ϕD〉〈ϕD|,

and

σXQD :=

J
∑

x,m=1

px|xX〉〈xX | ⊗
√

Emρx
√

Em ⊗ |mD〉〈mD|,

where {|xX〉}Jx=1
denotes an orthonormal basis in a Hilbert space HX of dimension J and

ρx ∈ D(HQ) for each x = 1, 2, . . . , J . Prove that

I(X : D)σ 6 I(X : Q)ρ,

carefully justifying your steps.

(iv) Let ρ =
∑n

i=1
piρi, where the states ρi have mutually orthogonal supports.

Prove that

S(

n
∑

i=1

piρi) = H(p) +

n
∑

i=1

piS(ρi),

where H(p) is the Shannon entropy of the probability distribution {pi}ni=1
.

(v) Prove that I(X : Q)ρ is equal to the Holevo χ-quantity of the ensemble
{px, ρx}Jx=1.
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