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(a) Let P be any set of primes, and let 2 6
√
D.

Let (ρd) be any sequence of real numbers subject to the following constraints:

ρ1 = 1, and ρd = 0 unless (p | d ⇒ p ∈ P), and ρd = 0 ∀d >
√
D.

Show that if we define

λd :=
∑

[d1,d2]=d

ρd1ρd2 ∀d,

where [d1, d2] denotes least common multiple, then the λd are upper bound sieve weights
(in other words

∑

d|n λd > 1p|n⇒p/∈P) of level D.

(b) Let A = (an) be a finite sequence of non-negative numbers, let X > 0, and
suppose g(d) is a multiplicative function that is supported on squarefree d, and satisfies
0 < g(p) < 1 for all primes p.

Define the remainder numbers r(d) corresponding to A, g,X. Then show that for
any weights λd constructed as in part (a), we have

∑

n:p|n⇒p/∈P
an 6 XΣ +

∑

d6D

λdr(d),

where Σ :=
∑

t6
√
D

(

∑

m6
√
D,

t|m
g(m)ρm

)2
∏

p|t

(

1
g(p) − 1

)

.

(c) For each odd prime p, let n(p) denote the smallest natural number that is a
quadratic non-residue mod p.

State the Variance Version of the Large Sieve Inequality, and use it to prove that
for any small ǫ > 0, there exists a constant C(ǫ) such that

#{3 6 p 6 N : p prime, n(p) > N ǫ} 6 C(ǫ) ∀N.

[You may assume that for any ǫ > 0, the quantity of N ǫ-smooth numbers less than N
is > κ(ǫ)N , where κ(ǫ) > 0 is a small constant.]
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(a) Explain what it means for points θ1, ..., θR ∈ R to be δ-spaced, where δ > 0.

Prove the Exponential Sums Version of the Large Sieve inequality, which states that
if θ1, ..., θR are δ-spaced, and if M ∈ Z and (an)M<n6M+N are any complex numbers, then

R
∑

r=1

∣

∣

∣

∣

∣

∣

∑

M<n6M+N

ane(nθr)

∣

∣

∣

∣

∣

∣

2

6

(

1

δ
+ 2πN

)

∑

M<n6M+N

|an|2,

where e(θ) := e2πiθ is the complex exponential.

[You may assume the Sobolev–Gallagher inequality provided you state it clearly, but
you should prove any other statements that you use.]

(b) Explain briefly how you would modify the proof in part (a) to show that for any
∆ > 0, and any points θ1, ..., θR ∈ R (without any spacing condition), we have

R
∑

r=1

∣

∣

∣

∣

∣

∣

∑

M<n6M+N

ane(nθr)

∣

∣

∣

∣

∣

∣

2

6 K(∆)

(

1

∆
+ 2πN

)

∑

M<n6M+N

|an|2,

where

K(∆) := max
x∈R

#{1 6 r 6 R : ||θr − x|| 6 ∆

2
},

and || · || denotes distance to the nearest integer.

(c) Let P be large, and take the set of numbers θr to be all the fractions a/p, where
P 6 p 6 2P is prime and 1 6 a 6 p− 1. By choosing ∆ = 1/P in part (b), show that if
P > N then

∑

P6p62P,
p prime

∑

(a,p)=1

∣

∣

∣

∣

∣

∣

∑

M<n6M+N

ane(an/p)

∣

∣

∣

∣

∣

∣

2

≪ P 2

log P

∑

M<n6M+N

|an|2.

[You may assume any standard estimates for primes provided you state them clearly.]

How does this compare with the bound you could obtain directly from part (a)?
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(a) Let P be any set of primes, and let 2 6
√
D. Let g(d) be a multiplicative

function supported on squarefree d, and satisfying 0 < g(p) < 1 for all primes p.

Let (ρd) be any sequence of real numbers subject to the following constraints:

ρ1 = 1, and ρd = 0 unless (p | d ⇒ p ∈ P), and ρd = 0 ∀d >
√
D.

Finally, let

Σ :=
∑

t6
√
D

(

∑

m6
√
D,

t|m

g(m)ρm

)2
∏

p|t

(

1

g(p)
− 1

)

.

Show that the minimum possible value of Σ over all such sequences (ρd) is equal to

1/J , where J :=
∑

d6
√
D,

d squarefree,
p|d⇒p∈P

∏

p|d
g(p)

1−g(p) ,and that this is attained when

ρd = (1p|d⇒p∈P)µ(d)





∏

p|d

1

1− g(p)





1

J

∑

t6
√
D/d,

t squarefree, (t,d)=1,
p|t⇒p∈P

∏

p|t

g(p)

1− g(p)
∀d 6

√
D.

Show also that this choice of (ρd) satisfies |ρd| 6 1 for all squarefree d.

[You may assume a version of Möbius inversion that will allow you to diagonalise
Σ, provided you state it clearly.]

(b) Let ω(d) denote the number of distinct prime factors of d, and let Ψ(t) :=
∑

n6tΛ(n). Show that for any large D we have

∑

√
D6d6D

3ω(d) ≪ 1

logD

∑

m6D

3ω(m)Ψ(D/m).

Deduce that
∑√

D6d6D 3ω(d) ≪ D log2 D for all large D.

[You may assume any standard estimates for sums over primes, provided you state
them clearly.]
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(a) State and prove Vaughan’s Identity for Λ(n).

[You should briefly prove any other identities that you use in your proof.]

State the Bombieri–Vinogradov theorem, and describe briefly how it is proved,
remarking on the roles of Vaughan’s Identity and of the other main ingredients in the
proof.

(b) Let π(x; q, a) denote the number of primes less than x that are ≡ a mod q, and
let ω(q) denote the number of distinct prime factors of q. Show that for any large x and
any Q 6 x0.99 we have

∑

q6Q

3ω(q) max
(a,q)=1

∣

∣

∣

∣

π(x; q, a)− 1

φ(q)

∫ x

2

dt

log t

∣

∣

∣

∣

≪
√

√

√

√

∑

q6Q

max
(a,q)=1

∣

∣

∣

∣

π(x; q, a)− 1

φ(q)

∫ x

2

dt

log t

∣

∣

∣

∣

√

√

√

√

x

log x

∑

q6Q

9ω(q)

φ(q)
.

[You may assume a standard sieve upper bound for π(x; q, a) provided you state it
clearly.]

(c) By applying Selberg’s upper bound sieve to the sequence of values p+ 2, where
p 6 x runs over primes, and using parts (a) and (b) to control the remainder sum, prove
that

#{p 6 x : p, p+ 2 are both prime} ≪ x

log2 x
.

[You may assume that
∑

q6Q
9ω(q)

φ(q) ≪ log9Q for all large Q, and you may assume

any other standard estimates provided you state them clearly.]
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(a) State Selberg’s upper bound sieve, and use it to prove that for any 1000 6 z 6 x
we have

#{x < n 6 x+ z : p | n ⇒ p ≡ 1 mod 4} ≪ z√
log z

.

[You may assume that
∑

p6x,p≡1 mod 4
1
p = (1/2) log log x+ c+ O(1/ log x), where c

is a constant, and you may assume any other standard estimates for sums over primes
provided you state them clearly.]

(b) Let T (x) :=
∑

n6xΨ(x/n), where Ψ(t) :=
∑

m6t Λ(m). Show that T (x) =
∑

n6x log n, and deduce that

T (x) = x log x− x+O(log(x+ 1)) ∀x > 1.

By considering
∑

n6xΨ(x/n)
∑

d|n λd for a suitable choice of weights λd, prove that

Ψ(x) +
∑

n6x

Ψ(x/n)
Λ(n)

log x
= 2x+O

(

x

log x

)

∀x > 2.

[You may assume any standard identities involving the Möbius function, and the
estimates of Chebychev and Mertens for sums over primes, provided you state them clearly.
You may also assume that

∑

n6x 1/n = log x+γ+O(1/x) for all x > 1, where γ is Euler’s
constant.]

END OF PAPER
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