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1

Let 1 < q < ∞. Give a formal argument for the fact that functions u ∈ W 1,q(0, 1)
are Hölder continuous. What does this imply for a function u ∈ W 1,q((0, 1)2)?

Define the space BV ((0, 1)2) and for a function u ∈ BV ((0, 1)2) the total variation
|Du|((0, 1)2). Give a formal derivation for the fact that for u ∈ W 1,1((0, 1)2) we have

|Du|((0, 1)2) =

∫ 1

0

∫ 1

0
|∇u| dx dy.

For g ∈ L2((0, 1)2) and α > 0 consider the functional

J (u) = α

∫ 1

0

∫ 1

0

√

1 + |Du|2 +
1

2

∫ 1

0

∫ 1

0
(u− g)2 dx dy,

where

∫

D

√

1 + |Du|2 = sup

{
∫

D

(ϕ0 + udivϕ) dx | ϕ ∈ C1
c (D;R2),

ϕ0 ∈ C1
c (D), |ϕ(x)| 6 1, |ϕ0(x)| 6 1 for all x ∈ D

}

, D ⊂ R
2 open,

and prove existence of a minimiser u of J in BV ((0, 1)2).

For a minimiser u ∈ W 1,1((0, 1)2) derive the corresponding Euler-Lagrange equation
in the distributional sense over the space of compactly supported test functions.

2

Let X = R
N×N . For g ∈ X and α > 0 consider the minimisation problem

min
u∈X

{

α‖∇u‖+
1

2
‖u− g‖2

}

,

where ∇ : X → X2 is the discrete gradient operator and ‖·‖ is the usual Euclidean metric.

Find an expression for the minimiser u as the projection of g onto a closed, convex
set. Carefully justify every step of your derivation and quote any definitions and theorems
you use.

Give an iterative algorithm to compute this projection and state under which
conditions this iteration converges.

Briefly describe the convex set associated with the projection that you get when
you replace the gradient operator in the minimisation problem with the discrete Hessian
operator ∇2 : X → X4.
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3

Let Ω = (a, b) × (c, d) be a rectangular image domain. For g ∈ L∞(Ω) and
parameters α, β > 0 consider the Mumford–Shah segmentation problem

min
(u,K)

∫

Ω\K
(u− g)2 dx+ α

∫

Ω\K
|∇u|2 dx+ βH1(K).

Give an admissible set of minimisers for the above problem and outline an existence proof.

State the reduced problem for α → +∞. Discuss what you get when minimising for
u and K separately (fixing the other) in the reduced problem.

Finally, formally derive the reduced problem for β → +∞ and prove existence and
uniqueness of minimisers.

4

Write an essay on image smoothing and edge enhancement with linear and nonlinear
diffusion equations.
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