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1

Let F be a distribution function on R. Define the quantile function. Prove that the
quantile function is non-decreasing and left-continuous.

Let U1, . . . , Un be independent and identically distributed U(0, 1) random variables,
and let U(1) < . . . < U(n) be the corresponding order statistics. For a fixed j ∈ {1, . . . , n},
compute the density of U(j).

Now let X1, . . . ,Xn be independent and identically distributed with continuous
distribution function F , and let X(1) < . . . < X(n) be the corresponding order statistics.
For j < n/2, show that the interval (X(j),X(n−j+1)] is a (1 − α)-level confidence interval
for the median, F−1(1/2), where

α = 2n

(

n− 1

j − 1

)
∫ 1/2

0
xn−j(1− x)j−1 dx.

[Hint: You may use the fact that if X has continuous distribution function F , then

F (X) ∼ U(0, 1). ]
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Let f be a density on R. Define what is meant by a kernel density estimator f̂h of
f . Define the Mean Integrated Squared Error of f̂h, denoted MISE(f̂h).

Let X1, . . . ,Xn be independent Exp(1) random variables, and consider the kernel
density estimator f̂h with kernel K(x) = 1{|x|61/2}. Show that

E{f̂h(x)} =
1

h

[

exp{−max(x− h/2, 0)} − exp{−max(x+ h/2, 0)}
]

.

Deduce that there exist h0 > 0 and c > 0 such that for all h ∈ (0, h0], we have

∫ ∞

−∞
Bias2{f̂h(x)} dx > ch.

Show further that
∫ ∞

−∞
Var{f̂h(x)} dx =

1

nh
− 1

n

∫ ∞

−∞
{Ef̂h(x)}2 dx.

You are given that if h → 0 as n → ∞, then

∫ ∞

−∞
Bias2{f̂h(x)} dx =

h

12
+ o(h) and

∫ ∞

−∞
{Ef̂h(x)}2 dx = O(1).

Show that

n1/2 inf
h>0

MISE(f̂h) →
1√
3

as n → ∞.

Part III, Paper 34 [TURN OVER



4

3

Consider the fixed design nonparametric regression model

Yi = m(i/n) + ǫi, i = 1, . . . , n,

where ǫi are independent and identically distributed with E(ǫi) = 0 and Var(ǫi) = 1.
Define the local polynomial estimator m̂h(·; p) of m of degree p, and with kernel K and
bandwidth h. Give an explicit formula for the local constant estimator m̂h(·; 0).

Fix x0 ∈ (0, 1). Assume that m is differentiable at x0, that K is bounded,
continuous, symmetric and supported on [−1, 1], and that h → 0 but nh → ∞ as n → ∞.
You are also given that for x0 ∈ (0, 1) and r > 0,

sr,h(x0) :=
1

n

n
∑

i=1

(i/n − x0)
rKh(i/n − x0) = hrµr(K) + o(hr)

tr,h(x0) :=
1

n

n
∑

i=1

(i/n − x0)
rK2

h(i/n − x0) = hr−1µr(K
2) + o(hr−1),

as n → ∞, where µr(L) :=
∫∞
−∞ xrL(x) dx. Writing MSE for the mean squared error,

prove that

MSE {m̂h(x0; 0)} =
R(K)

nh
+ o

(

h2 +
1

nh

)

,

where R(K) :=
∫∞
−∞K2(x) dx. By considering hǫ = ǫ−1/3n−1/3, where ǫ > 0 is arbitrary,

or otherwise, deduce that

n2/3 inf
h>0

MSE{m̂h(x0; 0)} → 0.

Now let F denote the class of real-valued functions on [0, 1] that are differentiable
at x0. Show that there exists c > 0 such that for any estimator m̃ of m and any x0 ∈ [0, 1],
we have

sup
m∈F

E{m̃(x0)−m(x0)}2 > cn−2/3

for sufficiently large n ∈ N.

[You may use Le Cam’s two-point lemma without proof.]
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4 Let F be a distribution function on R. What does it mean for F to be non-

degenerate? In the context of extreme value theory, define what it means for F to be
max-stable, and for F to belong to the domain of attraction of a distribution function G.

State the extremal types (Fisher–Tippet–Gnedenko) theorem. In each of the
following three cases, determine the domain of attraction to which the distribution
function corresponding to the given density belongs: (i) f1(x) := 2(1 − x)1{x∈(0,1)}, (ii)
f2(x) := λe−λx1{x>0}, (iii) f3(x) := λ/(1 + x)λ+11{x>0}, where λ > 0.

[Sufficient conditions to belong to a domain of attraction should be stated, but need
not be proved.]

Let X(1) 6 . . . 6 X(n) denote the order statistics of a random sample from a
distribution function F . Suppose that

lim
t→∞

∫ ∞

t

1− F (x)

1− F (t)

dx

x
=

1

α
, (1)

which implies that F belongs to the domain of attraction of a Fréchet distribution with
shape parameter α > 0. For some fixed k ∈ N, Hill’s estimator of 1/α is defined by

γ̂H :=
1

k

k
∑

j=1

log

(

X(n−j+1)

X(n−k)

)

.

Show that Hill’s estimator is obtained by substituting the empirical distribution function
for F in (1) and replacing the limit in t with the fixed choice t = X(n−k).

END OF PAPER
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