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1

In a parametric statistical model {f(·, θ) : θ ∈ Θ}, Θ ⊆ Rp, define the maximum
likelihood estimator and the Fisher information.

Formulate and prove a result on the asymptotic distribution of the maximum
likelihood estimator. In the proof you may assume consistency of the maximum likelihood
estimator, as well as standard regularity conditions of the model without specifying them.

2

In a standard linear model Y = Xθ+ ε with X a nonstochastic n× p design matrix
of full column rank, noise vector ε ∼ N(0, σ2I) where σ2 > 0 is unknown, and with
parameter vector θ = (θ1, . . . , θp)

T ∈ Θ = Rp, p 6 n, consider a k-dimensional sub-model
M of Rp, k 6 p, consisting of any k components of θ. Define the least squares estimator
θ̂M of the submodel M and construct an unbiased estimator for its prediction risk

R(M) ≡ E‖Xθ̂M −Xθ‖2.

That is, find a data-driven statistic R̂(M) that satisfies

E[R̂(M)] = E‖Xθ̂M −Xθ‖2, ∀θ ∈ R
p.

[Here ‖ · ‖ denotes the standard Euclidean norm.]

Discuss heuristically how you would use this estimator to construct a statistical
model selection procedure.

3

Let X be a n × p matrix. Define the concepts of a Gram matrix Σ̂ and of the
restricted isometry property.

Let gi, i = 1, . . . , n, be i.i.d. N(0, 1) and set Z =
∑n

i=1
(g2i − 1). Show that for all

t > 0 and every n ∈ N,

Pr(Z > t) 6 2 exp

{

− t2

4(n+ t)

}

; (1)

and moreover that for every z > 0 and every n ∈ N,

Pr(Z > 4(
√
nz + z)) 6 2e−z . (2)

Now let the matrix X be formed of i.i.d. entries Xij ∼ N(0, 1), and let Σ̂ be the
associated Gram matrix. Formulate and prove a result about the concentration of θT Σ̂θ
around ‖θ‖2

2
for every fixed θ ∈ Rp satisfying ‖θ‖2 6 1.
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Suppose Θ ⊂ Rp is compact and assume that Q : Θ → R is a non-random function
that is continuous on Θ, and that θ0 is the unique minimizer of Q. If

sup
θ∈Θ

|Qn(θ;Y1, . . . , Yn)−Q(θ)| →P 0 (1)

as n → ∞, show that any solution θ̂n of

min
θ∈Θ

Qn(θ, Y1, . . . , Yn)

converges to θ0 in probability as n → ∞.

Let now Θ ⊆ R and let Sn be a sequence of random real-valued continuous functions
defined on Θ such that, as n → ∞, Sn(θ) converges to S(θ) in probability ∀θ ∈ Θ,

where S : Θ → R is nonrandom. Suppose for some θ0 ∈ Θ and every ε > 0 we have
S(θ0 − ε) < 0 < S(θ0 + ε), and that Sn has exactly one zero θ̂n for every n ∈ N. Deduce
that θ̂n →P θ0 as n → ∞.
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