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1 Open-loop Control Design

(a) Let H be a finite-dimensional Hilbert space, and let ρ(t) and ρd(t) be density
operators on H, representing the system and target state, respectively, satisfying

ρ̇(t) = − i [H0 + f(t)H1, ρ(t)] , ρ̇d(t) = − i [H0, ρd(t)] ,

where H0 and H1 are Hermitian operators on H and f(t) is a real-valued function. Let

V (ρ(t), ρd(t)) =
1

2
‖ρ(t) − ρd(t)‖

2 ,

where ‖x‖ =
√

Tr(x†x) is the Hilbert-Schmidt norm.

Show that setting f(t) = Tr(ρd(t)[−iH1, ρ(t)]) implies V̇ (t) 6 0 , and explain why this
shows that the distance of ρ(t) from ρd(t) is monotonically decreasing.

Hint: Tr([−iH0, ρd(t)]ρ(t)) = −Tr(ρd(t)[−iH0, ρ(t)]).

(b) Is the argument in part (a) sufficient to conclude that the trajectory ρ(t) of
every initial state ρ(0) will converge to the target trajectory ρd(t), i.e., ‖ρ(t)− ρd(t)‖ → 0
for t → ∞? Briefly justify why or why not. Is it sufficient if we assume ρ(0) and ρd(0)
have the same spectrum?

(c) The scheme in part (a) essentially provides a feedback control law that steers
the system from some initial state ρ(0) to a desired target state ρd(t). Could this feedback
law be used for measurement-based feedback control for quantum systems? If not, why
not?

(d) Explain how we can formulate different quantum control tasks as optimal control
problems, and discuss how these can be solved numerically. Explain the equations that
need to be solved, parametrization of thecontrols, etc.

(e) Outline how optimal control pulses can be implemented in the laboratory using
spectral pulse shaping techniques. Sketch the core components of a typical pulse shaper
and explain what functions they perform.
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2 Dissipative Dynamics and Steady States

Let H be an N -dimensional Hilbert space. Define the Hilbert-Schmidt (HS) inner
product for operators A,B on H by 〈A|B〉 = Tr(A†B) and let {σk}

N
2

k=1 be an orthonormal
basis w.r.t. the HS inner product for the Hermitian matrices on H, with σN2 = 1√

N
I ,

where I is the identity matrix.

(a) Show that any operator A on H can be written as A =
∑

N2

k =1 akσk with
ak = Tr(σkA) , and show that the coordinate vector ~a = (a1, . . . , aN2) is real if A is
Hermitian.

(b) Assume ρ satisfies the quantum Liouville equation (~ = 1)

ρ̇(t) = −i
[

H, ρ(t)
]

+
∑

d

D [Vd]ρ(t) , D [V ]ρ = V ρV † −
1

2

(

V †V ρ + ρV †V
)

.

Show that the coordinate vector ~r of ρ satisfies the matrix differential equation
~̇r(t) = (L+

∑

d D
(d))~r(t) where L and D

(d) are N2 × N2 matrices with

Lm n = Tr
(

iH[σm, σn]
)

, D(d)
m n = Tr

(

V †
d
σmVdσn

)

−
1

2
Tr

(

V †
d
Vd{σm, σn}

)

where [A,B] = AB − BA is the usual matrix commutator and {A,B} = AB + BA the
anticommutator. Furthermore show that ṙN2 = 0 , define the reduced Bloch vector ~s in
terms of ~r, and show that it satisfies an affine linear equation ~̇s = A~s + ~c .

(c) Define the notion of a steady state and characterize the steady states of the
Bloch equation ~̇s(t) = A~s(t) +~c as a linear equation in terms of the rank of A. Does the
Bloch equation always have a steady state? When does the Bloch equation have a unique
steady state?

(d) Give a necessary and sufficient condition for attractivity of a steady state in
terms of the eigenvalues of A.

(e) Show that for (α, β) 6= (0, 0), the state (αβ, 0,−β3)T /D with D = α2+β2(β2+1)
is the unique steady state of the single-qubit Bloch equation

d

dt





x(t)
y(t)
z(t)



 =





−β2 0 −α
0 −1 0
α 0 −β2 − 1









x(t)
y(t)
z(t)



 −





0
0
β



 .

Is this state attractive? Hint: Consider the eigenvalues of A.
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3 Controllability and Spin Chains

(a) Briefly explain the general concepts of reachability and controllability in control
theory, and show how the generic concept of controllability can be applied to quantum
systems to derive the notions of unitary operator controllability, density operator control-
lability and pure-state controllability.

(b) Consider a control-linear Hamiltonian system with

H[fm(t)] = H0 +

M
∑

m = 1

fm(t)Hm ,

where fm(t) are control functions (usually in L2(0, T )) and Hm, m = 0, . . . ,M are
Hermitian operators on a Hilbert space H. Assuming dimH = N , give necessary and
sufficient conditions for each of the controllability notions above in terms of the dynamical
Lie algebra of the system.

Next, let us apply some of these concepts to spin chains. A standard model for the system
Hamiltonian of a network of spin-1

2 particles is the Heisenberg model,

HS =
∑

1 6m < n 6N

αm n Xm Xn + βm n Ym Yn + γm n Zm Zn ,

where the operator Xn (respectively, Yn, Zn) denotes an N -fold tensor product, all of
whose factors are the identity I, except for the nth factor, which is the Pauli matrix X

(respectively, Y , Z). E.g. for a network with 3 spins we would have X2 = I ⊗ X ⊗ I .
The Pauli matrices are given as usual by

X =

(

0 1
1 0

)

, Y =

(

0 −i

i 0

)

, Z =

(

1 0
0 −1

)

, I =

(

1 0
0 1

)

.

(c) Let S =
∑N

n = 1 Zn . Using the identities XY = iZ , Y Z = iX , ZX = iY show
that [Xm Xn + Ym Yn, Zm + Zn] = 0 , [Zm Zn, Zm + Zn] = 0 , and that the Hamiltonian
HS above commutes with S if αmn = βmn for all (m,n).

(d) Assume we have control over a single spin in the network with a control
Hamiltonian H1 = Zk for some fixed k ∈ {1, . . . , N}. We clearly have [H1, S] = 0 .
Together with the result that [HS , S] = 0 , what conclusions can you draw from this
about the control system with H = HS +f(t)H1 . Is the system controllable? If not, why
not?

(e) Write down the matrix representation of S for N = 3 and hence show that
the symmetry operator S is diagonal and has N + 1 distinct eigenvalues of the form
N, N − 2, N − 4, . . . , −N + 2, −N .

(f) Consider the single-excitation subspace of a linear chain with XX + Y Y

coupling, i.e., αn,n+1 = αn+1,n = cn, βn,n+1 = βn+1,n = cn and αmn = βmn = 0 otherwise

γmn = 0 . The Hamiltonian H
(1)
S on the relevant subspace takes the form H

(1)
S = A ,

where A is an N × N matrix with An, n+1 = An+1, n = cn and zeros otherwise, and the
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control Hamiltonian H1 = Z1 takes the form B = diag(−1, 1, . . . , 1). For N = 3 , we
can generate the following linearly independent matrices (IN identity matrix):

e11 = i (IN − B)/2 ; y12 = [e11, [iA, e11]]/c1 ; x12 = [y12, e11] ;

e22 = e11 − [x12, y12] ; y23 = (iA − c1 y12)/c2 ; x23 = [y23, e22] ;

e33 = e22 − [x23, y23] ; y13 = [y12, y23] , x13 = [x12, x23] .

You do not need to calculate the commutators or verify linear independence.

What conclusions can you draw from this about the Lie algebra, and the controlla-
bility, of the system on the single-excitation subspace? If you were told in addition that
the dimension of the Lie algebra on the entire Hilbert space was 9, what would this tell
you about the Lie algebra generated by H = H0 + f(t)H1 ?

(g) Consider a homogeneous linear chain as above but with a control that modulates
the coupling between the first two spins. For N = 3 the system and control Hamiltonian
on the single excitation subspace take the explicit form

H
(1)
S

= A =





0 1 0
1 0 1
0 1 0



 , H(1)
c = C =





0 1 0
1 0 0
0 0 0



 .

Show that xT J +Jx = 0 for x = iA and x = iC and J = diag(1,−1, 1). What conclusions
do you draw from this about symmetries, the Lie algebra and controllability of the system
A + f(t)C?

END OF PAPER
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