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1 Consider the linear model
Y=XB+e,
where Y = (Y7,... ,Yn)T is a vector of responses, where X is a known n X p design matrix
of full rank p < n, where 3 = (31,...,3,)T is an unknown vector of regression coefficients

and where € ~ N,,(0,02I). Write down expressions for the maximum likelihood estimators
B3 and 62 of 3 and o2 respectively. State their joint distribution.

Derive an exact (1—a)-level confidence set for 5. [Standard facts about distributions
may be assumed without proof.]

Explain how this confidence set can be used to give an exact size a test of Hy : § = [y
against Hy : B # (o.

In the linear model above with n =9 and p = 2, we have

xT _ 1 1 1 1 1 1 1 1 1
S \-4 -3 -2 -1 0 1 2 3 4

_ (21 _72 72 21\T
and observe Y = (-5, —42,-1,-1, 0, 1, 1,22, 52)

Use your hypothesis test above to test Hy : 3 = (0,0)7 against H; : 3 # (0,0)T at
the 5% level.

[Hint: You may find some of the following information helpful:

1. If Z ~ X3, then P(Z < 5.99) = 0.95
2. If Z ~ X2, then P(Z < 14.1) = 0.95
8. If Z ~ Fy7, then P(Z < 4.74) = 0.95

4. If Z ~ Fyy, then P(Z < 4.26) = 0.95.

]
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2 State a result on the consistency of maximum likelihood estimators in general
parametric models, specifying carefully any regularity conditions you require.

In each of the two models below, find the maximum likelihood estimator én of 6.
Show that in one case 6,, is consistent, and that in the other it is not.

1. Y1,...,Y, are independent, each having density

F0)=e W y>0

2. Y1,...,Y, are independent, with Y; ~ Poi(#27") for some 6 > 0.

In the case above where 0, is consistent, derive an asymptotic distributional result for an
appropriately normalised version of 6,,.

[In this question, standard distributional results may be assumed without proof.]

3 In the context of high-dimensional linear models, motivate the use of estimators
that shrink the least squares estimator towards the origin.

Consider a linear model with an n x p design matrix of full rank p < n. By first
describing appropriate standardisations for the response vector and design matrix, write
down the penalised least squares problem solved by the ridge regression estimator BA)]\%,
where A > 0. Write down also a closed form expression for Bf

Prove that for sufficiently small A > 0, the mean squared error of Bf\z is smaller than
that of the least squares estimator.
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4 In the context of multiple testing, define what is meant by the False Discovery Pro-
portion (FDP), and the False Discovery Rate (FDR). Describe the Benjamini-Hochberg
(BH) procedure which aims to control the FDR at level a.

Suppose Hi,...,H,, are null hypotheses to be tested, and that the first mg of
these are the true null hypotheses. Suppose further that the p-values Pi,..., P, are
independent, with P, ..., Py, ~ U(0,1). Let R denote the number of rejected hypotheses.
Find an alternative way of writing the event

{Plg%)R:T}

in terms of P; and the number of rejections in a modified BH procedure applied to
Py, ..., P,. Similarly, find an alternative way of writing the event

{Pl<%,P2<%,R:T}

in terms of P;, P, and the number of rejections in a second modified BH procedure applied
to Ps, ..., P,. Hence show that

amg a®mg(mg — 1)

E(FDP?) = ——E(4) +

m?2 ’

where A is a function of the number of rejections in the first modified BH procedure above
which you should specify.
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