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Aims of the Project

 Provide an accurate evaluation of the energy used / carbon footprint of the 

HPC service

 Giving service users access to a dashboard showing their energy use / carbon 

footprint



How did we define Carbon Footprint

 Here Carbon footprint comes from 2 factors:

 Emissions through use, where the use of energy from the power grid creates some 

Carbon dioxide

 Embodied Carbon, the emissions created by manufacture, disposal and 

transportation of a product

 All “good” IT vendors can relay information about the Embodied Carbon 

associated with their products



Why is the information useful?

 HPC energy use is always increasing

 Currently HPC lacks carbon emissions feedback

 Lots of users are part of Net Zero targets.

 The data will feedback to users how much an increase in efficiency will 

reduce carbon emissions



HPC at UoC

 CSD3 (Cambridge Service for Data Driven 
Discovery) is the Tier 2 HPC Service offered by the 
University. It is comprised of 5 different clusters.

 Each Cluster can have several hundred nodes

 Nodes are “individual computers” each uniquely 
labelled and containing up-to 128 cores. 

 Cores are a single processing unit, the smallest 
possible unit that a user could ask for. 

 CSD3 utilises scheduling software called SLURM, 
which allows users to run jobs (individual 
programs)

 One Job != One Node 

 One of clusters called “Ice-Lake” has 544 nodes, 
each node containing 76 cores meaning a possible 
41344 simultaneous jobs on one cluster alone

Cluster

Node

Core

Structure of a 

Supercomputer



What data do we have?

 SLURM Accounting Data

 Time Series Power Data

 Time Series Carbon Intensity Data

 Data on embodied carbon from Dell



Power Data



Carbon Intensity

https://carbonintensity.org.uk/

https://carbonintensity.org.uk/


SLURM Data



A Simplified Example:

• Which node(s)

• When did it start and end

• Who submitted it

• How many Nodes and Cores were used? 



Explode to Jobs per Node

 Cannot handle multi-node jobs in their current state

 “Explode” the multi-node jobs into jobs per node



Outlining the Process

Take a singular Job 

per Node

Find which node it 

ran on and when it 

ran

Take the power data 

for that node

Numerical integration 

to calculate energy 

used in total

Use Carbon Intensity 

data to calculate how 

much gCO2e were 

produced

Use Dell’s embodied 

carbon data and 

SLURM time keeping

Report these values 

back to the user



Problems with that approach:

The current time

This is not meant to 

match the previous 

example and is a separate 

illustration



Exclusive, Overlapping and Lonely

Job 1: Uses 100% of the possible cores on 

the node(s)

Job 3: Uses 50% of the possible cores on 

the node and overlaps with Jobs 2 and 4

Job 5: Uses 80% of the possible cores on 

the node(s) but doesn’t overlap with any 

Jobs

#Cores allocated = #Total Number of 

cores in used Nodes



Return to Example

On an Icelake Node there are 76 possible cores. 

On an EPID Node there are 64 possible cores. 



Exclusive and Lonely Energy
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Overlapping Energy

Job 2: Uses 1 core of a possible 76

Job 3: Uses 24 cores of a possible 76

Job 3: Uses 38 cores of a possible 76



Overlapping Energy
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Results

• Job 4 is missing?

• Job 6 has no data?

• Job 7 is missing embodied carbon data?



Embodied Carbon

 There are several creators of embodied carbon:

 Manufacture

 Transport

 Disposal

The following equation gives amount of embodied carbon for that job

Proportion of each Node×Number of Nodes Used ×"𝐿𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑝𝑟𝑜𝑔𝑟𝑎𝑚 (𝑠)"

(𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑆𝑒𝑐𝑜𝑛𝑑𝑠 𝑖𝑛 5 𝑦𝑒𝑎𝑟𝑠)
× Embodied carbon created per Node



User Centred Dashboard





What next?

 Finishing the user focused dashboard

 Visualize metrics about the data across the whole of CSD3, for an internal 

report. Letting the UIS view data aggregated by cluster or department that 

uses the service.

 Lots of code commenting

 Considerations for production such as resourcing, automation and 

implementation



Any Questions?


